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Online Information and Support

Software AG Documentation Website

You can find documentation on the Software AG Documentation website at http://
documentation.softwareag.com. The site requires credentials for Software AG's Product Support
site Empower. If you do not have Empower credentials, you must use the TECHcommunity
website.

Software AG Empower Product Support Website

If you do not yet have an account for Empower, send an email to empower@softwareag.com with
your name, company, and company email address and request an account.

Once you have an account, you can open Support Incidents online via the eService section of
Empower at https://empower.softwareag.com/.

You can find product information on the Software AG Empower Product Support website at
https://fempower.softwareag.com.

To submit feature/enhancement requests, get information about product availability, and download
products, go to Products.

To get information about fixes and to read early warnings, technical papers, and knowledge base
articles, go to the Knowledge Center.

If you have any questions, you can find a local or toll-free number for your country in our Global
Support Contact Directory at https://empower.softwareag.com/public_directory.asp and give us
a call.

Software AG TECHcommunity

You can find documentation and other technical information on the Software AG TECHcommunity
website at http://techcommunity.softwareag.com. You can:

®m  Access product documentation, if you have TECHcommunity credentials. If you do not, you
will need to register and specify "Documentation” as an area of interest.

m  Access articles, code samples, demos, and tutorials.

m  Use the online discussion forums, moderated by Software AG professionals, to ask questions,
discuss best practices, and learn how other customers are using Software AG technology.

®  Link to external websites that discuss open standards and web technology.

Data Protection

Software AG products provide functionality with respect to processing of personal data according
to the EU General Data Protection Regulation (GDPR). Where applicable, appropriate steps are
documented in the respective administration documentation.
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Overview

This administration guide covers the following areas:

“Universal Messaging Enterprise Manager” on page 9: This section describes the Enterprise
Manager, which is Universal Messaging's native graphical user interface for management of
your Universal Messaging environment. There is also a read-only version of the Enterprise
Manager, called the Enterprise Viewer, which allows unprivileged users to view the Universal
Messaging environment (see the section “Using the Enterprise Viewer” on page 351 for details).

“Using Command Central to Manage Universal Messaging” on page 353: This section describes
the parts of Command Central that are specific to Universal Messaging. Command Central is
a generic tool used by many Software AG products. It provides a web browser and
command-line interface to configure and manage Universal Messaging.

“Setting up Active/Passive Clustering with Shared Storage” on page 461: This section describes
how to set up an active/passive cluster, using third party solutions that supply additional
hardware and software for cluster management.

“Command Line Administration Tools” on page 473: This section describes a set of command
line tools that allow you to perform many of the common actions available through Universal
Messaging.

“Universal Messaging Administration API” on page 579: This section describes the powerful
administration API that allows you to build applications to manage your Universal Messaging
environment programmatically.
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2 Universal Messaging Enterprise Manager
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2 Universal Messaging Enterprise Manager

Introduction

The Enterprise Manager is a powerful, graphical management tool that enables the capture of
extremely granular metrics, management and audit information from multiple Universal Messaging
realms. The Enterprise Manager also allows you to control, configure and administer all aspects
of any Universal Messaging realm or clusters of realms.

The Enterprise Manager has been completely written using the Universal Messaging administration
API and so any of its functionality can be easily integrated into bespoke or 3rd party systems
management services.

The Enterprise Manager and administration API use in-band management. This ensures that the
flexibility of Universal Messaging connections is also made available from a management /
monitoring perspective. Universal Messaging realms can be managed remotely over TCP/IP
sockets, SSL enables sockets, HTTP and HTTPS as well as through normal and user-authenticated
HTTP/S proxies.

This guide contains information on all aspects of using the Enterprise Manager.

The read-only Enterprise Viewer

The Enterprise Viewer is a read-only version of the Enterprise Manager. It allows unprivileged
users to view the same information as with the Enterprise Manager, but does not allow you to
change the Universal Messaging environment in any way. For further information, see the section
“Using the Enterprise Viewer” on page 351.

Starting the Enterprise Manager

In order to start administering and monitoring your Universal Messaging realm servers you need
to launch the Enterprise Manager. The Enterprise Manager is capable of connecting to multiple
Universal Messaging realms at the same time, whether these are part of a cluster / federated
namespace or simple standalone realms. A configuration file called realms.cfgis created in your
home directory which stores the Enterprise Manager's connection info, however the very first time
you launch it a bootstrap RNAME environment variable can be used to override the default
connection information. Subsequent launches will not depend on the environment variable as
long as you save your connection information (see “Realm Profiles” on page 43).

Launching on Windows platforms can be done by selecting the Enterprise Manager shortcut in
the Start Menu.

You can also open a client command prompt and type a command of the following form:

<InstallDir>\UniversalMessaging\java\<InstanceName>\bin\nenterprisemgr.exe

where <InstallDir> is the installation root location and <InstanceName> is the name of the Universal
Messaging server.

Launching on UNIX platforms can be done by executing the nenterprisemgr executable, which
you can find under the installation directory at the following location:

java/umserver/bin/nenterprisemgr

10 Universal Messaging Administration Guide 10.3



2 Universal Messaging Enterprise Manager

Logging In

When you start the Enterprise Manager, there is a login dialog in which you can enter a user ID
and password. The user ID and password are only required for logging in if you have activated
basic authentication. If you have not activated basic authentication, the password is ignored, but
the user ID is still subject to the usual ACL checks in the Enterprise Manager.

See the section Basic Authentication in the Developer Guide for information about setting up basic
authentication.

Tab-by-Tab Overview

This section provides a high level overview of Enterprise Manager functionality on a tab by tab
basis, for each of the following node types (as displayed in Enterprise Manager's navigation pane).

m  “Enterprise Node” on page 11

m  “Realm Nodes” on page 11

m  “Container (Folder) Nodes” on page 13
m  “Channel Nodes” on page 13

®  “Queue Nodes” on page 13

Enterprise Node

Highlighting the Enterprise node in the tree provides an Enterprise Summary view of all realms
to which Enterprise Manager is connected, and includes information such the total number of
realms, clusters, channels, queues, events published and received, and more.

Realm Nodes

Highlighting a Realm node in the navigation tree in the left hand panel will bring up a
context-sensitive set of tabs in the right hand panel:

m Status Tab

Provides a snapshot and historical view of statistics such as the number of events published
or consumed, numbers of connections, and memory usage.

= Monitoring Tab
A container for multiple panels that enable you to view live information on the selected realm:
= Logs

Provides a rolling view of Universal Messaging Logs and Plugin Logs including Access
and Error logs.

m  Connections

Universal Messaging Administration Guide 10.3 1



2 Universal Messaging Enterprise Manager

Provides a list of all current connections to the realm, along with details such as protocol,
user, and host. Allows connections to be "bounced" (forcing them to reconnect).

m Threads

Provides details such as the number of idle and active threads per thread pool, task queue
size per thread pool and a total number of executed tasks for the respective thread pool.
It also provides details of scheduled operations each task has within the system.

= Top

A "UNIX top"-like view of realm memory usage, JVM garbage collection statistics, channel
and connection usage.

m  Audit

Displays the contents of the remote audit file and receives real time updates as and when
audit events are generated.

m  Metrics
Provides metrics on current memory usage, such as on-heap event memory usage.

ACL Tab

Displays the realm ACL and the list of subjects and their associated permissions for the realm.
Permits editing of ACLs.

Comms Tab

Provides access to management tools for TCP interfaces, IP Multicast and Shared Memory
communication methods:

m Interfaces

Management of TCP Interfaces (creation, deletion, starting/stopping) as well as configuration
of advanced interface properties.

®  Multicast

Management of IP Multicast Configurations (creation/deletion) and advanced configuration
tuning.

= Shared Memory
Realms Tab

Provides a summary of memory, event and interface information for each realm to which
Enterprise Manager is connected.

Config Tab
Manage the settings for many groups of advanced realm configuration parameters.

Scheduler Tab

12
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2 Universal Messaging Enterprise Manager

Permits the user to view, add, delete and edit scheduler scripts.
JNDI Tab

Enables the creation of references to JMS TopicConnectionFactory and QueueConnectionFactory,
as well as references to Topics and Queues.

Container (Folder) Nodes

Totals Tab

Provides status information for resources and services contained within the selected container
branch of the namespace tree.

Monitor Tab

A "Unix top"-like view of the usage of Channels or Queues found within the container node.

Channel Nodes

Highlighting a Channel node in the navigation tree in the left hand panel will bring up a
context-sensitive set of tabs in the right hand panel:

Status Tab

Provides a snapshot and historical view of statistics such as the number of events published
or consumed, rates, and event storage usage.

Joins Tab

Permits the user to view, add, delete and edit joins between Channels.

ACL Tab

Permits the user to add, remove or modify entries within the Channel ACL.
Durables

Enables the viewing and deletion of durables , which provide state information for durable
consumers for the channel.

Snoop Tab
Permits snooping of events on the Channel
Connections

Enables the creation of references to JMS TopicConnectionFactory and QueueConnectionFactory,
as well as references to Topics and Queues.

Queue Nodes

Highlighting a Queue node in the navigation tree in the left hand panel will bring up a
context-sensitive set of tabs in the right hand panel:

Universal Messaging Administration Guide 10.3 13
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m Status Tab

Provides a snapshot and historical view of statistics such as the number of events published
or consumed, rates, and event storage usage.

®= Joins Tab

Permits the user to view, add, delete and edit joins from any Channels to this Queue.
= ACL Tab

Permits the user to add, remove or modify entries within the Queue ACL.
= Snoop Tab

Permits snooping (a non-destructive read) of events on the Queue.

Administration Using Enterprise Manager

Enterprise View

The Enterprise view is the first screen you see whenever the Enterprise Manager is launched. The
screen is designed to provide an overview of the characteristics as well as current status of the set
of Universal Messaging realms that Enterprise Manager is currently connected with, your Universal
Messaging enterprise. This summary view includes any Universal Messaging realms you have
added to your connection information whether they are standalone development realms or
production clustered realms. Adding a Universal Messaging realm to the Enterprise Manager's
connection info will result in the realm's data being included in this view (see “Connecting to
Multiple Realms” on page 84 and “Disconnecting from Realms” on page 86).

As you navigate through more specific parts of the Universal Messaging enterprise, you can always
return to this screen by selecting the root node of the navigation tree called Universal Messaging
Enterprise.

The view shows a large real time graph illustrating the total number of events published (yellow)
and consumed (red) across all Universal Messaging realms. The bottom of the screen displays 3
panels named Totals, Event Status and Connection Status respectively.

The Totals panel displays the total number of clusters, realms and resources across all Universal
Messaging realms.

The Event Status panel displays the total number of events consumed and published, as well as
the current consume and publish rates (events per second).

The Connection Status panel displays the total number, the current number as well as the number
of connections (sessions) being made per second across all realms at this point in time, whether
application or administrative.

14 Universal Messaging Administration Guide 10.3



2 Universal Messaging Enterprise Manager
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Realm Administration

Creating and Starting a Realm Server

Universal Messaging provides the following tools for performing general administrative tasks on
realms, such as creating a realm, checking the status of a realm, and deleting a realm.

m  The Universal Messaging Instance Manager:
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2 Universal Messaging Enterprise Manager

For related information, see the section Universal Messaging Instance Manager in the Installation
Guide.

®  Command Central: If your installation of Universal Messaging includes the optional Command
Central component, you can use the command line tool of Command Central to perform
administrative tasks on realms.

For related information, see the section “Universal Messaging and the Command Line
Interface” on page 401 in the Command Central part of the documentation.

Creating a Realm Server

You can use either the Universal Messaging Instance Manager or Command Central to create the
realm server. See the examples in the corresponding documentation pages at the locations
mentioned above.

Starting a Realm Server
After you have created the realm server, start the realm server as follows:
On Windows systems:

1. From the Windows Start menu, navigate to the node Start Servers that is located under the
Universal Messaging node.

2. Navigate in the hierarchy to find the node labelled Start <RealmName>, and click it. Here,
<RealmName> is the name you assigned to the realm server when you created it.

On UNIX systems:

1. Start the script nserver.sh that is located in UniversalMessaging/server/<RealmName>/bin/
under the product installation directory.

Related information on starting and stopping a realm server
For additional information on starting and stopping a realm server, see the sections Starting the
Realm Server and Stopping the Realm Server in the Installation Guide.

Viewing a Realm

The Realm view provides an overview of the characteristics the current status of the set of Universal
Messaging realms that Enterprise Manager is monitoring. When you select a realm node from the
namespace, the status panel is displayed by default for the realm.
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The top of the screen displays a panel containing several values. These values are :
= Name - The name of the selected realm

m  Threads - Number of threads within the Realm Server's JVM

= Realm Up Time - How long the realm has been running for

= Last Update - The time that the last status update was sent by the realm
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2 Universal Messaging Enterprise Manager

The Status panel contains real time graphs illustrating the total number of events published (yellow)
and consumed (red) across the Universal Messaging Realm, as well as the memory usage history
for the selected realm.

The bottom of the screen displays 4 panels named Event Status, Totals, Connection Status and
Memory Usage. These panels and the information displayed are described below.

Event Status

The Event Status section describes the following values :

®  Consumed - The total number of events consumed from all channels, queues and services
within the realm

m  Published - The total number of events published to all channels, queues and services within
the realm

m  Consumed/Sec - The number of events consumed from all channels, queues and services, per
second within the realm

®  Published/Sec - The number of events published to all channels, queues and services, per
second within the realm

Totals

The Totals section describes the following values :

®  Realms- The number of realms mounted within this realm's namespace

= Channels- The number of channels that exist within this realm

®  Queues- The number of queues that exist within this realm

= Data Groups- The number of data groups that exist within this realm

m Data Streams- Total number of data streams that exist within this realm

Connection Status

The Connection Status section contains the following values :

m Total - The total number of connections made to this realm

m  Current - The current number of connections to this realm

®=  Rate - The number of connections being made per second to this realm

= Allowed - The permitted number of concurrent connections

Memory Usage(MB)

The Memory Usage section contains the following values :
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2 Universal Messaging Enterprise Manager

m  Total - The total amount of MB allocated to the Realm JVM, specified by the -Xmx value for
the JVM

®  Free - The amount of JVM memory available for the Realm

m  Used - The amount of JVM memory used by the Realm

m  Used/sec - The amount of memory used per second by the Realm between newest update and
previous update

Monitoring a Realm

Overview

When you select a Universal Messaging realm node from the namespace, one of the available
panels to select is labeled 'Monitoring'. This panel is a container for multiple panels that enable
you to view live information on the selected realm.

There are 5 tabs available under the Monitoring section, as shown in the image below.
m  “Logs” on page 20

m  “Realm Connections” on page 25

m  “Threads Panel” on page 30

m  “Top” on page 32

m  “Audit” on page 37
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[Thu Jun 28 13:25:03 BST 2012], 7a5fcc00000000: Publish [ ID: 127.0.0.1:49475 : Admin:fake
[Thu Jun 28 13:25:03 BST 2012],7a5fccD0000000: Publish f ID: 127.0.0.1:4%475 : Admin:faks
[Thu Jun 28 13:25:03 BST 2012],72Hcc00000000: Publish [ 1D: 137.0.0.1:43475 : Admin:faks
[Thu Jun 28 13:25:03 BST 2012],7a5fcc00000000: Publish f ID: 127.0.0.1:49475 @ Admin:false
[Thu Jun 28 13:25:03 BST 2012],7a5fcc00000000: Publish [ ID: 127.0.0,1:49475 : Admin:fake
[Thu Jun 28 13:35:03 BST 2012],725cc00000000: Publish [ 10: 137.0.0.1:45475 : Admin:falke
[Thu Jun 28 13:25:03 BST 2012],7a5cc00000000: Publish [ ID: 127.0.0.1:49475 : Admin:fake
[Thu Jun 28 13:25%:03 BST 2012],7a5ccD0000000: Publish f ID: 127.0.0,1:4%475 : Admin:faks
[Thu Jun 28 13:25:03 BST 2012],7a5fcc00000000: Publish f ID: 127.0.0.1:49475 : Admin:fake
[Thu Jun 28 13:25:03 BST 2012],7a5fccD0000000: Publish f ID: 127.0.0.1:4%475 : Admin:faks
[Thu Jun 28 13:25:03 BST 2012, 72Hcc00000000: Publish [ ID: 127.0.0.1:45475 : Admin:fake

-I ﬁ Mirvana I:ug. l ﬁ Plugin Access l ﬁ Pi.ugin Error lﬁ Piugin.Lug I .

Universal Messaging Enterprise Manager : Logs Panel

Each Universal Messaging realm server has a log file called nirvana.log within the directory
<InstallDir>\UniversalMessaging\server\<InstanceName>\data, where <InstallDir>is the disk
root location of your Universal Messaging installation and <InstanceName> is the name of the realm
server.

The Enterprise Manager provides a panel that displays real time log messages as they are written
to the log file. This enables you to remotely view the activity on a realm as it is happening. The
Universal Messaging Administration API also provides the ability to consume the log file entries
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from an nRealmNode. See the code example "Monitor the Remote Realm Log and Audit File" for an

illustration of usage.

The Universal Messaging log file contains useful information about various activities, such as
connection attempts, channels being located and subscribed to, as well as status and warning

information.

The Logs Panel

The Enterprise Manager provides a panel for each realm where the realm's log file can be viewed.
To view the log file, click on the realm node from the namespace and select the panel labeled
Monitoring and then select the Logs tab. This will show the live log messages for the selected
realm. The log panel will automatically replay the last 20 log entries from the realm server and
then each entry thereafter. The image below shows an example of the log panel for a selected

realm:

l_'_:] Universal Messaging Enterprise
EII-?I Clusters

’f‘ test

=88 Realms

--@ realm0 (127.0.0. 1:11000)
--@ realm1 (127.0.0.1:11010)
[:Il"?] Zones

Realm Details
MName:
Threads:
Realm UpTime:
Last Update:
Publizh state:

@ status

Mon May 21

Manitoring 5::' Security | =2 Comms @.F‘.ealms @Cunﬁg ®5cheduler 5

| [gsStertsteam || PFiterlog || DRollog |

[Maon May 21 10;
[Mon May 21 10:
[Mon May 21 10:
[Man May 21 10:
[Maon May 21 10;
[Mon May 21 10:
[Mon May 21 10:
[Man May 21 10:
[Maon May 21 10:
[Mon May 21 10:
[Mon May 21 10:
[Man May 21 10:
[Maon May 21 10;
[Mon May 21 10:
[Mon May 21 10:
[Man May 21 10:
[Maon May 21 10;
[Mon May 21 10:

53:39.005 EEST 2018] MemaryManager: Monitor: Memary Free, Before 3,47 GB, Aft
53:37. 721 EEST 2018] ServerStatusLog> Memory=3562, Direct=3925, EventMemor:
53:37.199 EEST 2018] Scanning nhpd for inactive drivers

53:37.199 EEST 2018] Scanning HTTP-Socketaccept for inactive drivers

53:32.336 EEST 2018] ServerstatusLog = Memory=3533, Direct=3925, EventMemar
53:26.937 EEST 2018] ServerStatusLog> Memory=3593, Direct=3925, EventMemor:
53:19.413 EEST 2018] ServerStatus = RealmMonitor: Finished scanning current conne
53:21,527 EEST 2018] ServerstatusLog = Memory=3593, Direct=3925, EventMemar
53:19,413 EEST 2018] Serverstatus > RealmMonitor: Starting scan of current connec
53:16.090 EEST 2018] ServerStatusLog> Memory=3523, Direct=3925, EventMemor:
53:10.703 EEST 2018] ServerStatusLog> Memory=3523, Direct=3925, EventMemor:
53:08.853 EEST 2018] MemaoryManager: Monitor: Memary Free, Before 3.5 GB, After
53:05.984 EEST 2018] IO : [127.0.0. 1:65343] Keepélive = Scheduling keep alive in 5
53:05,368 EEST 2018] ServerStatusLog> Memory=3813, Direct=3925, EventMemaor:
53:00.336 EEST 2018] ServerStatusLog=> Memory=3613, Direct=3325, EventMemor:
52:55,302 EEST 2018] ServerstatusLog= Memory=3614, Direct=3925, EventMemar
52:53.062 EEST 2018] nClusterTempChannelsManager-= deleting channels []
52:52.110 EEST 2018] Storage = Saving realms.nst took 2ms

4

I

ﬁ Universal Messaging Log ﬁ Plugin Access ﬁ Plugin Errar ﬁ Plugin Log

The log panel also provides the ability to stream the log messages to a local file. Clicking on the
button labeled Start Stream from the log panel will prompt you to enter the name of the file you
wish to stream the log messages to. The stream can be stopped by clicking the same button again.
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Understanding the log file

Entries in the log file have the following general format:

Timestamp LoglLevel ThreadName Message

Where:

B Timestamp gives the date and time that the entry was created, for example:

[Fri May 18 09:03:46.610 EEST 2018]

The time of day is given in the format hh:mm:ss. ttt, representing hours, minutes, seconds,
thousandths of a second.

B LoglLevel determines the depth of information being logged. It is displayed only if the EmbedTag
logging configuration property is set to true (default is false). See the description later in this
section for details of logging levels.

B ThreadName is the name of the internal processing thread that generated the log message. This
is displayed only if the DisplayCurrentThread logging configuration property is set to true

(default is true).

® Message contains the actual information that is being logged.

See the section “Realm Configuration” on page 49 for information about configuration properties.

When a server is started, the initial entries in the log file contain useful information about the
server's configuration. The following text is an excerpt from a realm server log during startup (the
entries for LogLevel and ThreadName have been suppressed here for clarity) :

[Fri May 18 09:03:46.610 EEST 2018] ================================================

[Fri May 18 09:03:46.610 EEST 2018] Copyright (c) Software AG Limited. All rights

reserved

[Fri May 18 09:03:46.610 EEST 2018] Start date = Fri May 18 09:03:46 EEST

2018

[Fri May 18 09:03:46.610 EEST 2018] Process ID = 9040

[Fri May 18 09:03:46.610 EEST 2018]

[Fri May 18 09:03:46.610 EEST 2018] Realm Server Details

[Fri May 18 09:03:46.610 EEST 2018] Product = Universal Messaging

[Fri May 18 09:03:46.610 EEST 2018] Realm Server name = umserver

[Fri May 18 09:03:46.610 EEST 2018] Release Identifier = 10.3.0.0.106659

[Fri May 18 09:03:46.610 EEST 2018] Build Date = May 17 2018

[Fri May 18 09:03:46.610 EEST 2018] Data Directory =
C:\SoftwareAG\UniversalMessaging\server\umserver\data

[Fri May 18 09:03:46.610 EEST 2018] Extension Directory =
C:\SoftwareAG\UniversalMessaging\server\umserver\plugins\ext

[Fri May 18 09:03:46.610 EEST 2018] Low Latency Executor = false

[Fri May 18 09:03:46.610 EEST 2018] Has License Manager = true

[Fri May 18 09:03:46.610 EEST 2018] Interfaces Running :

[Fri May 18 09:03:46.610 EEST 2018] 0) nhpO: nhp://0.0.0.0:9000 Running

[Fri May 18 09:03:46.610 EEST 2018]

[Fri May 18 09:03:46.610 EEST 2018] Realm(s) Reloaded =1

[Fri May 18 09:03:46.610 EEST 2018] Channels Reloaded =0

[Fri May 18 09:03:46.610 EEST 2018] Queues Reloaded 0

[Fri May 18 09:03:46.610 EEST 2018] Data Groups Reloaded = 0

[Fri May 18 09:03:46.610 EEST 2018] Interfaces Reloaded =1
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[Fri May 18 09:03:46.610 EEST 2018]
[Fri May 18 09:03:46.610 EEST 2018] Operating System Environment

[Fri May 18 09:03:46.610 EEST 2018] 0S Name = Windows 7
[Fri May 18 09:03:46.610 EEST 2018] 0S Version = 6.1
[Fri May 18 09:03:46.610 EEST 2018] 0S Architecture = amd64

[Fri May 18 09:03:46.610 EEST 2018] Available Processors = 4

[Fri May 18 09:03:46.610 EEST 2018]

[Fri May 18 09:03:46.610 EEST 2018] Java Environment

[Fri May 18 09:03:46.610 EEST 2018] Java Vendor

[Fri May 18 09:03:46.610 EEST 2018] Java Vendor URL

[Fri May 18 09:03:46.610 EEST 2018] Java Version

[Fri May 18 09:03:46.610 EEST 2018] Java Vendor Name
Java HotSpot(TM) 64-Bit Server VM 1.8.0_151-b1l2

Oracle Corporation
http://java.oracle.com/
1.8.0_151

[Fri May 18 09:03:46.610 EEST 2018] Memory Allocation = 981 MB

[Fri May 18 09:03:46.610 EEST 2018] Memory Warning = 834 MB

[Fri May 18 09:03:46.610 EEST 2018] Memory Emergency = 922 MB

[Fri May 18 09:03:46.610 EEST 2018] Nanosecond delay = Not Supported

[Fri May 18 09:03:46.610 EEST 2018] Time Zone = Eastern European Time

= SUN version 1.8
= SunRsaSign version 1.8
= SunEC version 1.8
= SunJSSE version 1.8
= SunJCE version 1.8
SunJGSS version 1.8
= SunSASL version 1.8
= XMLDSig version 1.8
8
1

[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider
[Fri May 18 09:03:46.610 EEST 2018] Security Provider = SunPCSC version 1.
[Fri May 18 09:03:46.610 EEST 2018] Security Provider = SunMSCAPI version
[Fri May 18 09:03:46.610 EEST 2018] ================================================
[Fri May 18 09:03:46.610 EEST 2018] Startup: Realm Server Startup sequence completed

Oo~NoOubdWNEO
1

The above sequence of log entries can be found at the beginning of the Universal Messaging log
file, and shows information such as when the realm was started, the build number and build date
of the Universal Messaging realm server, as well as environmental information like, OS, Java
version, timezone.

Log Levels

The Universal Messaging log level is a level from 0 to 6 that determines what information is written
to the log. Log level 0 is the most verbose level of logging and on a heavily utilized server will
produce a lot of log output. Log level 6 is the least verbose level, and will produce low levels of
log output. The log level of each log message corresponds to a value from 0 to 6. The following
list explains the log file messages levels and how they correspond to the values:

®m  0-TRACE (Log level 0 will output any log entries with a level in the range 0-6; this is the most
verbose level)

= 1-DEBUG (Log level 1 will output any log entries with a level in the range 1-6)
m  2-INFO (Log level 2 will output any log entries with a level in the range 2-6)

m  3- WARN (Log level 3 will output any log entries with a level in the range 3-6)

® 4 -ERROR (Log level 4 will output any log entries with a level in the range 4-6)
m  5-FATAL (Log level 5 will output any log entries with a level in the range 5-6)
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®  6-LOG (Log level 6 will output any log entries with a level of 6; this is the least verbose level)

Log levels can be changed dynamically on the server by using the Config panel (see “Realm
Configuration” on page 49). The log file has a maximum size associated with it. When the maximum
file size is reached, the log file will automatically roll, and rename the old log file to _old and create
a new log file . The maximum size for a log file is set to 10000000 bytes (approximately 10MB).
This value can be changed within the Server_common. conf file in the server/<InstanceName>/bin
directory of your installation, where <InstanceName> is the name of the Universal Messaging realm.
You need to modify the -DLOGSIZE property within this file to change the size.

Other Logging Frameworks

By default, Universal Messaging uses a built in logging framework, but there is also the capability
to use third party open source frameworks. Currently, we support the Logback (http://
logback.qos.ch/) and Log4]2 (http://logging.apache.org/log4j/2.x/) frameworks.

To configure Universal Messaging to use one of these frameworks, you can pass a -DLOG_FRAMEWORK
parameter with the values LOGBACK or LOG4]J2. See the section Server Parameters in the Concepts
guide for further information.

These frameworks are configured using XML configuration files loaded from the classpath. The
Universal Messaging installation provides default versions of these configuration files in the 1ib
directory. These files can be modified in order to produce the desired logging output. For more
information on configuration see the official documentation of the relevant framework.

Note:

When Universal Messaging is configured to use Logback as the logging framework, the majority
of the server startup messages in the server's nirvana. log file will be written with status ERROR.
This happens due to a limitation in Logback that does not provide usage of custom log levels.
Therefore, Universal Messaging messages logged with LOG level are translated to ERROR level
when Logback is used.

The Log Manager

Universal Messaging has 3 different log managers for archiving old log files. When a log file
reaches its maximum size, the log manager will attempt to archive it, and a new log file will become
active. Options such as the number of log files to keep, and the maximum size of a log file are
configurable through the logging section of the Config panel (see “Realm Configuration” on
page 49). When a log file is archived and a new log file created, realm specific information such
as Universal Messaging version number will be printed to the start of the new log in a similar way
to when a realm is started. Each log manager uses a different method to store log files once they
are not the active logs for the realm.

= ROLLING_OLD: Thislog manager uses 2 log files. The active log file is stored with the default
log name, and the most recently rolled log file is stored with _old appended to the log name.
e.g. nirvana. log and nirvana.log_old

®  ROLLING_DATE : The rolling date manager stores a configurable number of log files
(RolledLogFileDepth). Rolled log files are stored with the date they were rolled appended to
the active log file name. e.g. nirvana.logWed-Sep-14-02-31-40-117-BST-2011.
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= ROLLING_NUMBER : The numbered log manager stores a configurable number of log files
(RolledLogFileDepth). Rolled log files are stored with a numbered index appended to the file
name e.g. nirvana.log3 is the 3rd oldest log file

Realm Connections

When a Universal Messaging client connects to a Realm Server, the server maintains information
on the connection (see “Connection Information” on page 607) that is available through the Universal
Messaging Administration API. The API also provides mechanisms for receiving notification when
connections are added and deleted (see the code example "Connection Watch" for an illustration
of using this in the Administration API).

The Universal Messaging Enterprise Manager allows you to view the connections on a realm as
well as drilldown and view specific information about each connection, such as the last event sent
or received, and the rate of events sent and received from each connection.

To view the current realm connections, simply select a realm node from the namespace, and select
the 'Connections' tab from within the 'Monitoring' tab of the selected realm node. This will display
a panel containing a table of connections, as shown in the image below.
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WY} Software AG - webMethe

File Connections Cluster Help

11 Nirvana Enterprise Realm Details
Elﬁ Clusters Name:
- Threads:
: i test Realm UpTime:
Elﬁ Realms Last Update:
9@- @ status | [EE| Monitoring | /7 ACL | =12 Comms | (G Nirvana Realms | {7 Config | () Scheduler
g ClusterRates E Logs | @ Connections [ %'I‘I"reads ]Q Top ] A A.L.n:it]
i+ Data Groups ~Connection Summary
{53 GlobalOrders —
- realm2
Current
--{lig ClusterRates
- || Data Groups Rate
~{igg, GlobalOrders Allowed
I':'i--@ realm3
~{Ig ClusterRates 127.0.0.1 127.0.0.1:49484
EEI---@ Data Groups n=p subscriber 127.0.0.1 127.0.0.1:495487
nsp ||:|ub|isher 127.0.0.1 127.0.0, 1:99459
{53 GlobalOrders
[ l@, Show Details “ @, show List ” &Y Bounce

The connections table contains the following information:

m  protocol - The protocol used in the connection.

= user - The name of the connected user.

m  host - The host machine from which the user is connecting.

m connection - The local connection ID, defined as hostname:local_port.
26
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m language - The language that the client application is using.
m name - The name of the operating system on which the client application is running.
®  build number - the build number of the client APL

The highlighted connection above shows that the user has connection using the nhp protocol, to
localhost. In this example, the nhp interface is running on port 80, so the RNAME of this connection
was nhp://localhost:80/

When a connection is highlighted, there a number of things that can be shown for a the connection.
Firstly, connections can be disconnected by clicking the 'Bounce' button.

Secondly, by double-clicking on a connection from the table, or by clicking the 'Show Details'
button, you are presented with a panel that contains a more detailed look at the activity for the
selected connection. The connection details panel is shown in the image below.
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‘D Software AG - webMethods / Mirvana Enterprise Manager

File Connections Cluster Help

1] Nirvana Enterprise
—[-'-*] Clusters
+’f test
—[-'5] Realms

—@ realm1

+|ﬂ Data Groups
--{ig) GlobalOrders

—@ realm2

+|ﬂ Data Groups
--{ig) GlobalOrders

—@ realm3

+|ﬂ Data Groups
--{ig) GlobalOrders

Realm Details

Mame:
Threads:
Realm UpTime:
Last Update:

@ status | BB Monitoring | /2 ACL | = Comms | (& Nirvana Realms | {57 Config | () Scheduler

1| Logs | @ Connections | €% Threads | (), Top | /4

Connection Details

User:

Host:

Protocol:
Connection:
Connection ID:
Multicazst Enabiled:

Reguested Priority Connection:

Tx Event Histary

Audit
Client Environment

subscricer
127.0.0.1

nsp

realm1
127.0.0.1:40487
true

falze

Language / Wersion:
05:

05 Version:

Build Mumber:

Build Date:

5y JINDI

R.x Event Histary

Events Sent

Total

Rate

Iax

Last Evt Type
Bytes

[

Events Received Status
16358511 | | Total 7| | Connect Time
358946  Rate 09| | queve Size
37431.2| | Max 00| ot
Publish Event | | Last Evt Type HeartBeat| | oo
27 GB| |Bytes 134.0 | |LastRx
i =), Show List Bounce

Connection Details

You will see that there are 2 separate information panels above the graphs once you have drilled
down into a connection. The first of which is labelled Connection Details. This information contains
information about the user connection, such as user name, host protocol.
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Client Environment

Next to this you will see a panel that shows details regarding the client environment for this user.
These includes API language / Platform, Host OS and Universal Messaging build number

The two graphs, labeled "Tx Event History' and 'Rx Event History' show the total (yellow) and
rates (red) for events received from the server (TX) and sent to the server (RX) for the selected
connection.

The bottom of the connection details panel shows 3 sections of information for the selected
connection, 'Events Sent', 'Events Received' and 'Status'. Each of these are described below.

Events Sent

The Events Sent section contains the values:

=  Total - The total number of events sent by the realm server to this connection

®  Rate - The rate at which events are being sent by the realm server to this connection

®  Max - The maximum rate at which events have been sent by the realm server to this connection
m Last Event Type - The type of the last event sent from the realm server

= Bytes - Total bytes sent by the realm server to this connection

Events Received

The Events Received section contains the following values:

m  Total - The total number of events sent by this connection to the realm server

m  Rate - The rate at which events are being sent by connection to the realm server

®  Max-The maximum rate at which events have been sent by this connection to the realm server
= Last Event Type - The type of the last event sent from the connection to the realm server

m  Bytes - Total bytes sent by this connection to the realm server

Status
The Events Sent section contains the following values:
m Connect Time - The amount of time this connection has been connected to the realm server

®  Queue Size - The number of events in the outbound queue of this connection (i.e. events
waiting to be sent to the realm server)

m  Last Tx - The time since the last event was received by this connection from the realm server

m Last Rx - The time since the last event was sent to the server from this connection
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Clicking on the 'Show List' button will take you back to the connections table.

Threads Status

The threads tab found within the Enterprise Manager offers 2 statistical views, thread pools and
scheduler tasks.

The thread pool display shows the number of idle and active threads per thread pool as well as
the task queue size per thread pool and a total number of executed tasks for the respective thread
pool

The Scheduler provides information pertaining to the number of scheduled operations each task
has within the system.
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File Connections Cluster Help

1] Nirvana Enterprize Realm Details
= Clusters Name:
- Threads:
: "‘E‘ test Realm UpTime:
-8 Realms Last Update:
= feaimi @ Status | (28 Monitoring | /7 ACL | =# Comms | (24 Nirvana Realms | i Config | (£ Scheduler
-y ClusterRates |E Logs | @ Connections | &5 Threads |@ Top | A A.L.n:it|
Eﬂ"'@ Data Groups JH|—5|
{53 GlobalOrders Thread Monitor
- reaim2 Scheduled Tasks
@ ClusterRates Reused Threads
Vended Threads
E""@ Data Groups Queued Threads
{5 GlobalOrders Buffers Created
Buffers Reused
E*"@ realm3 Fanout backing
-y ClusterRates ~Thread Pools
EI'"@ Data Groups Mame Idle Threads Allocated Threads Queued Tasks
15 GlobalOrders Scheduler Worker Pool 6 6
CommonPoaol 3 3
Client Setup 4 4
PersistantStore 4 4
Client session doser 1 1
Orphaned session doser 1 1
Cluster Keep#live 4 4
Inter Realm Connection ... 3 3
Flush-Maonitor 0 4
WritePool 5 5
Recovery Pool 4 4
ClusterRecovery 5 5
Keepalive 2 2
nhp0 0 1
HTTP-Flugins 2 2
Join Daemon 2 2
ReadPoaol 5 &
ClosePoaol 2 2
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File Connections Cluster Help

71 Mirvana Enterprize Realm Details
= Clusters Name:
- # Threads:
: G- test Realm UpTime:
Elﬁ Realms Lazt Update:
Ei@_- ﬁ Status |:| Monitoring | ﬁ ACL ||E| Comms |% Mirvana Realms | {E} Config | @ Scheduler | & IMDI
g ClusterRates |E Logs | @ Connections | &5 Threads |'{:5 Top | A Audit|
w@pantows |l fpoge | scheduer |
{53 GlobalOrders
| Mame Scheduled
- 2
&= @ reaim com.pchsys.nirvana.server.nb
-l ClusterRates com.pcbsyz.nirvana.server.nb
EEI---@ Data Groups Server state manager
Connection Security Monitor
{5 GlobalOrders /0 Interface Integrity monitar
E}--@ realm3 Connection Security Manitor
i}, ClusterRates Connection Security Manitor
Cluster State monitor
E""@ Data Groups System IfO Throughput monitor
--{i5 GlobalOrders Channel Delete Agent

1/ HTTP session timeout manager

Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
com. pchsys, foundation.drivers.ag

Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
/0 Session establishment time out manager
nDataGroupReconnectTimeout

Channel Maintenance Manitor task for C:\Mirvana 7.0, 11248\server, ..
Cluster heart beat

ProtoBuf file descriptor manitar

Top

Within the 'Monitoring' panel of a selected Realm node you will find a panel called "Top'. This
provides a view not unlike 'top' for unix systems or task manager for windows based systems. Its
main purpose is to present the user with a high level view of realm usage, both from a connection
perspective and also from a channel perspective.
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The Top panel comprises 2 sections. The top most section contains 2 real time graphs illustrating
the realm memory usage in the same way the Realm Status panel (see “Viewing a Realm” on
page 16) displays memory usage, as well as displaying JVM GC stats. This section also contains
a summary showing the number of mounted realms, the number of resources and the number of
services.

The bottom section of the Monitor panel displays a series of tabs, showing channel and connection
usage throughout the realm.

Channel Usage

The middle section of the Monitor panel displays a table showing multiple columns and rows.
This table represents channel usage throughout the realm. Each row in the table represents a
channel. Channel usage can be measured a number of ways. Each measurement corresponds to
a column within the table. By clicking on one of the column headers, all known channels will be
sorted according to their value for the selected column. For example, one of the columns is
'Connections), i.e. the number of current consumers on the channel. By clicking on the column
header labelled 'Connections', the table will be sorted according to the number of consumers each
channel has. The channel with the most number of consumers will appear at the top of the table.

Channel usage measurements are described below:

= Connections - The number of consumers the channel has

m  Published - The rate of events published per status interval

= Consumed - The rate of events consumed per status interval

=  Memory (bytes) - The number of bytes the channel uses from the JVM memory
® % Memory - The percentage of overall JVM memory used by this channel

®m  Disk - The amount of disk space used by this channel, only relevant for persistent / mixed
channels
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‘D Software AG - webMethods / Mirvana Enterprise Manager

File Connections Cluster Help

1] Nirvana Enterprise
Eltﬁj Clusters

@ test

Et-*-] Realms

E}@ realmi

----- i ClusterRates
- || Data Groups
----- i) GlobalOrders
E*"@ realm2
----- i ClusterRates
- || Data Groups

----- i) GlobalOrders
E}--@ realm3

----- i ClusterRates
- || Data Groups

----- i) GlobalOrders

Connection Usage

Realm Details

Mame:
Threads:
Realm UpTime:
Last Update:

@ status Monitoring | /2 ACL | = Comms | (G& Nirvana Realms | 5% Config | () Scheduler | = INDI
E Logs | @ Connections ‘E?_;" Threads ';'ig Top | /1 Audit

—Memaory Usage History —IVM GC Stats
T YT O O e o Ll o 1Y 1
Top Channel Usage | Top Connection Usage
Marne Connections || Published || Consumed  |[Memory (... || %Me
[ClusterRates 1 36,413.316 36,413,316 0]
[GlobalOrders ] ] 0 0
’ iflli Bar Graph

The bottom section of the monitor panel shows a similar table to that of the channel usage table
described above, except that this table represents connection usage. Each row represents a
connection. A connection corresponds to the physical aspect of a Universal Messaging Session.
Connection usage, like channel usage can be measured in a number of different ways. Each column
in the table represents a type of measurement for a realm connection. Clicking on one of the column
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headers will cause the table of connections to be sorted according to the value of the selected
column. For example, one of the columns is 'Events In', i.e. the number of events sent to the server
by the connection. By clicking on the column header labeled 'Events In', the table will be sorted
according to the number of events each connection has sent to the server. The connection with the
most 'Events In' count will appear at the top of the table.

Connection usage measurements are described below:

Queued- The number of event in the connections outbound queue

Events In - The rate of events sent by the connection to the realm server

Bytes In - The rate of bytes sent by the connection to the realm server

Events Out - The rate of events consumed by the connection from the realm server
Bytes Out - The rate of bytes consumed by the connection from the realm server

Latency - The measured time it takes the connection to consume events from the server, i.e.
time taken between leaving the realm server and being consumed by the connection.
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‘D Software AG - webMethods / Mirvana Enterprise Mal

File Connections Cluster Help
1] Nirvana Enterprise Realm Details
EI@I Clusters Name:
- Threads:
: G- test Realm UpTime:
- 55 Realms Last Update:
E}@, realm1 @ status Monitoring | /2 ACL | = Comms | (G& Nirvana Realms | 5% Config | () Scheduler | = INDI
""" g ClusterRates E Logs | @ Connections ‘E?_;" Threads ';':g Top | /1 Audit
- [+ Data Groups ~Memory Usage History ~YM GC Stats
----- i) GlobalOrders
E—}-@, realm2
----- i ClusterRates
Eﬂ"'@ Data Groups — N -Jnl‘dr-lljﬁ'l-.]'_lL___J'__‘h" S AL el
]
----- i) GlobalOrders
Top Channel Usage | Top Connection Usage
E}--@, realm3 -
d Events I Bytes [ Events Out Byte
----- i ClusterRates . | Queue |[Eventsn || Bytesin  |[EventsOut || By
publisher@127.0.0.1:45498 0 19,887,534| 3,062,679,380 9
- [+ Data Groups administrator@127.0.0. 1: 49433 0 161 1,282 1,579
..... i~ GlobalOrders |subscriber@127.0.0. 1: 49487 ] 23 242 49,987,639 9,17
’ iflli Bar Graph

Monitor Graphs

The monitor panel provides a method of graphing both channel and connection usage. It uses a
3D graph package from sourceforge (http://sourceforge.net/projects/jfreechart/) to display the
items in each table as columns in a 3D vertical bar chart. The bar charts can be update live as the
values in the tables are updated. Once a column is selected, simply click on the button labeled 'Bar
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Graph' under either the channel or connections table and a graph panel will appear, as shown in
the image below showing a graph of the number of events published for channels within a realm..

Channel Bar Graph Showing Published

=
1]
=
w
o
=]
o

Channel List
Channel (Published)

B /ClusterRates | IGInbaIOrders|
Close

Right-clicking anywhere within the graph will show a pop-up menu of options. One of the options
is labeled 'Start Live Update', which will ensure the graph consumes updates as and when they
occur to the table. Once the live update is started, you can also stop the live update by once again
right clicking on the graph and selecting 'Stop Live Update'.

You can also print the graph, and save the graph image as a ".png' file, as well as alter the properties
of the graph and its axis.

Audit Panel

Universal Messaging Realm Servers log administration operations performed on the realm to a
file. These events are called Audit Events and are stored in a local file called NirvanaAudit.mem.
These audit events are useful for tracking historical information about the realm and who performed
what operation and when. The Universal Messaging Administration API provides the ability to
consume the audit file entries from an nRealmNodeM. See the code example "Monitor the Remote
Realm Log and Audit File" for an illustration of usage.

The Universal Messaging Enterprise Manager provides an Audit Panel that displays the contents
of the remote audit file and receives real time updates as and when audit events are generated.
The audit events that are written to the audit file are determined by the configuration specified
in the Config Panel (see “Realm Configuration” on page 49) of the Universal Messaging Enterprise
Manager.
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Audit Events

Each audit event corresponds to an operation performed on an object within a realm. The audit
event contains the date on which it occurred, the object and the operation that was performed on
the object.

The list below shows the objects that audit events correspond to as well as the operations performed
on them which are logged to the audit file:

= Realm - CREATE, DELETE, ACCESS

m Interfaces - CREATE, DELETE, MODIFY, START, STOP
=  Channels - CREATE, DELETE, MODIFY

®  Queues - CREATE, DELETE, MODIFY

m Services - CREATE, DELETE

m Joins - CREATE, DELETE

® Realm

m  ACL - CREATE, DELETE, MODIFY

m  Channel ACL - CREATE, DELETE, MODIFY
B Queue ACL - CREATE, DELETE, MODIFY

m  Service ACL - CREATE, DELETE, MODIFY

Audit Panel

The audit panel displays audit events for a realm server. You can view the audit panel by clicking
on the realm you wish to view the audit file for within the namespace and selecting the panel
labeled 'Audit' from within the 'Monitoring' panel of the selected realm. The image below shows
an example of the audit panel for a Universal Messaging Realm.
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I ) Software AG - webMethods / Mirvana Enterprise Manage

File Connections Cluster Help

1] Nirvana Enterprise Realm Details
= Clusters Name:
P Threads:
: "‘}f‘ test Realm UpTime:
Elﬁ Realms Lazt Update:
Ei@_- ﬁ Status |:| Monitaring ] ﬁ ACL ]'E' Comms ]% Mirvana Realms l{;ﬂ"} Config ] @ Scheduler ]
g ClusterRates [E Logs ] @ Connections ] &7 Threads ]'-.:5 Top ] A dudit l
EEI---@ Data Groups —
= . . I [N
55 GobalOrders | 15 Archive Audit | [ [g StartStream |
E—}-@ realm? Date Originator Type Action
{1l ClusterRates S = e — =
e U Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
- Data Groups [Thu Jun 28 13:40:32B5T ... jpublisher@127.0.0.1 CHANNEL-FAILURE ACCESS
{5 GlobalOrders Il'hu Jun 28 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
5 @ m3 Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
=g reaim frhu Jun 28 13:40:32B5T ... |publisher @127.0.0. 1 CHANNEL-FAILURE ACCESS
"_T,E, ClusterRates Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
- Data Groups frhu Jun 28 13:40:32B5T ... |publisher @127.0.0. 1 CHANNEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
{5 GlobalOrders [Thu Jun 28 13:40:32B5T ... jpublisher @127.0.0.1 CHANNEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
Il'hu Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
U Jun 23 13:40:32 BST ... |publisher@127.0.0.1 CHAMMEL-FAILURE ACCESS
ACL Entry
Mame Host list modify full last EID purge subs
= = | & | & @ [ & [ @ ;

When you first connect to a realm, the audit panel will display the last 20 audit events from its
history. Audit files can become quite large over time on a heavily utilised realm, so the initial load
is limited to just the last 20. After that all subsequent audit events will be shown in the audit panel.

Each audit event is shown as a row in a table. The table has 5 columns:
m  Date - The time at which the audit event occurred on the server

®  Originator - Who performed the operation
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= Type - What type of object was the action performed on
®  Action - What action was performed
= Object - The name of the object

If the object type is an ACL for either realm, resource or service, selecting the entry from the table
will also display the ACL changes in the bottom section of the audit panel. For modified ACLs,
each acl permission that has been granted or removed will be displayed as a green '+', or ared -
respectively.

Audit Stream

The audit panel provides a button that enables you to stream the remote audit events from the
realm to a local file. This also provides you with the option of replaying the entire audit file.

Clicking on the 'Start Stream' button will prompt you with a file chooser dialog to select the location
and name of the file that the audit events will be streamed to. Once you have selected this file,
you will be prompted whether you wish to replay the entire audit file into the stream or just the
last 20 audit entries. The image below shows this dialog:

Audit Streaming Iﬁ

Do you want to replay the entire audit file? Click "Yes' to replay all, click ‘Mo’ to just replay last 20

The text below is an exert from a sample audit file than has been streamed from a server. Each
entry that relates to a modified ACL shows the permissions that have been changed, and the
permissions that are granted by either a + or -. For permissions that have remained the same, the
letter 'N' for not change will be placed after the permission.

Fri Jan 21 15:43:40 GMT 2005,CHANACL, /customer/sales:*@x,MODIFY,paul weiss@localhost,
Full(-), Last Eid(N),Purge(-),Subscribe(N),Publish(-),Named Sub(N),Modify Acls(-),
List Acls(-),

Fri Jan 21 15:43:40 GMT 2005,QUEUEACL, /partner/queries:*@*,MODIFY,
paul weiss@localhost,Full(-),Purge(-), Peek(N),Push(-),Pop(-),Modify Acls(-),

List Acls(-),

Fri Jan 21 15:43:40 GMT 2005,QUEUEACL,/partner/queries:paul weiss@localhost,MODIFY,
paul weiss@localhost, Full(N),Purge(N),Peek(N),Push(N),Pop(N),Modify Acls(N),
List Acls(N),

Fri Jan 21 16:13:10 GMT 2005,INTERFACE,nhp@,CREATE,paul weiss@localhost,

Fri Jan 21 16:15:31 GMT 2005,INTERFACE,nhp®,MODIFY,paul weiss@localhost,

Archive Audit

The audit panel provides a button that enables you to archive the audit file. As mentioned before,
depending on what is being logged to the audit file, the file can grow quite large. As it's an audit
and provides historical data, there is no automatic maintenance of the file it is down to the realm
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administrators when the file is archived. The 'Archive Audit' button when clicked will simply
rename the existing audit file to a name with the current date, and start a new audit file.

Editing Connection Information

As mentioned in previous sections, Universal Messaging Enterprise manager can connect to
multiple Universal Messaging realms at the same time and allows saving connection information
in a configuration file. This configuration file can change in one of 3 ways:

1. By selecting the Save Connection Info menu option (see “Realm Profiles” on page 43) which
replaces the configuration file contents with the list of current connections.

2. When running the Enterprise manager, if a connection to a configured realm fails and the user
chooses not to retry, a second dialog appears that looks like the example in the figure below:

# x

i

Remowe Connection From List

Do you wish to try and connect to RealmServer : nsp://localhost:13000 next time?

| Yes | ’ Mo

If the user clicks Yes, then the configuration file remains the same. However if the user chooses
no, the failed connection is removed from the configuration file without any further action required.
The Enterprise manager will never try to connect to that Universal Messaging realm again during
startup.

3. By using the Edit Connection Info menu option, located under the File menu as shown in the
figure below:
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lD Software AG - webMethods / Mirvana Enterprise Manager

Connections Cluster Help

Open Profile @ clusters Summary
Edit Details Event History

Save

Save As...

Close All

Exit

Totals Event Status Connection 5
Clusters 0 consumed 0| Total
Realms 0
Channels 0 Publizhed 0
Current
Queues 0| |consumediSec
Data Groups 0 ] Rat
Services 0 PublizhediSec 0.0 ate

This causes the following dialog to appear:
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Edit Realm Connection Info [—Zhj

Select the realm below

Realm: :hndES [

RMNAME: nsp://10.140. 1. 105:9520/

[ oK ][ Cancel ]

— .

The Realm name combo box contains the complete list of configured Universal Messaging realms
that had been connected during the last Save Connection Info operation. If you have connected
to additional realms that had not been saved, these will not be included in this list. By selecting a
particular Realm name, you can also see the connection RNAME value containing the RNAME
that Enterprise manager uses to connect to it. Clicking on the delete button will remove the currently
selected realm from the connection info file and this can be repeated many times until only the
desired realms are present in the list. When this is done, click on the Save button to recreate the
connection info file.

Realm Profiles

The Universal Messaging Enterprise Manager enables administrators to group realms and their
respective connections into profiles for easy management and accessibility. Any number of realms
can be saved as part of a profile.
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@ Software AG - webMethods / MNirvana Enterprise Manager

Connections Cluster Help

Open Prefile @ Enterprise Summary
Edit Details Event History

Save

Save As..,

Close All

Exit

Totals Event Status Connection
Clusters 1 | consumed 2| | Total
Realms 3
Channels 3 Publizhed 3

Current
Queues 3 | consumedisec
Data Groups 0 ] Aat
Cervices 0 Published/Sec 0.0 ate

When profiles are reloaded the Universal Messaging Enterprise Manager automatically connects
to all realms defined within the loaded profile.
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m Software AG - webMethods / Mirvana Enterprise Manager

File Connections Cluster Help
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Event History
o= ...
Look in: . | Saves v ¥ ?"E

L ..........................
=

Recent Items

Desktop

; <
My Documents

e

Computer
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Q_L; File name: realms.cfg O

Network Files of type: | ol Files o Cal

Totals Event Status Ci
Clusters 1| | conzumed 2

To
Realms 3
Channels 3 Publizhed 3

Cu
Queues 3| | consumediSec 0.0
Data Groups 0 ) R
Cervices o | Published/Sec 0.0) R

Realm Federation

As well as clustering technology, Universal Messaging supports the concept of a federated
namespace which enables realm servers that are in different physical locations to be viewed within

one logical namespace.

Note:
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Clustering and Realm Federation are mutually exclusive. If a realm is a member of a cluster,
you cannot use the realm for federation. Similarly, if a realm is part of a federation, the realm
cannot be used for clustering.

If you consider that a Universal Messaging namespace consists of a logical representation of the
objects contained within the realm, such as resources and services: a federated namespace is an
extension to the namespace that allows remote realms to be visible within the namespace of other
realms.

For example, if we had a realm located in the UK (United Kingdom), and 2 other realms located

in the US (United States) and DE (Germany), we can view the realms located in DE and US within
the namespace of the UK realm. Federation allows us to access the objects within the DE and US
realms from within the namespace of the UK realm.

It is possible to add realms to a Universal Messaging namespace using the Universal Messaging
Administration API or by using the Enterprise Manger as described below.

Adding Realms

The first step in order to provide federation is to add the realms. Adding a realm to another realm
can be achieved in 2 ways. The first way simply makes a communication connection from one
realm to another, so the realms are aware of each other and can communicate. This allows you to
create a channel join between these realms.

Note:

For a description of the general principles involved in creating channel joins, see the section
Creating Channel Joins. The description details the usage based on the Enterprise Manager, but
the same general principles apply if you are using the API.

The second option also makes a new communication connection, but if you specify a 'mount point',
the realm you add will also be visible within the namespace of the realm you added it to.

Mount Points

Providing a mount point for added realms is similar to the mount point used by file systems when
you mount a remote file system into another. It specifies a logical name that can be used to access
the resources within the mounted realm. The mount point is therefore the entry point (or reference)
within the namespace for the realm's resources and services.

For example, if I have a realm in the UK, an wish to add to it a realm in the US, I could provide a
mount point of '/us' when adding the US realm to the UK realm. Using the mount point of '/us’, I
can then access the channels within the US realm from my session with the UK realm. For example,
if I wanted to find a channel from my session with the UK realm, and provided the channel name
'fus/customer/sales', I would be able to get a local channel reference to the '/customer/sales' channel
within the US realm.

Using the Enterprise Manager to add realms

In order to add a realm to another realm, first of all you need to select the realm node from the
namespace that you wish to add the realm to. Then, right-click on the realm node to display the
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menu options available for a realm node. One of the menu options is labelled 'Add Realm to
Namespace', clicking on this menu option will display a dialog that allows you to enter the RNAME
of the realm you wish to add and an optional mountpoint. This dialog is shown in the image
below.

Add a realm to @

Enter the realm RMAME & Mount Point below

RMAME:

Mount in Namespace :

Mount Point:

[ OK H Cancel ]

— -

The RNAME value in the dialog corresponds to the realm interface you wish the 2 realms to
communicate using. The mount point corresponds to the point within the namespace that the
realm will be referenceable.

The image below shows the namespace for a realm that has had 2 realms mounted within its
namespace, called 'eur' and 'us' respectively. As you can see the resources within both the mounted
realms are also displayed as part of the namespace of the 'nodel' realm.
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@ Software AG - webMethods / Mirvana Enterprise Manager

File Connections Cluster Help

1] Nirvana Enterprise Realm Details
+[A] Clusters Name:
Threads:
= l'x'] Realms Realm UpTime:
=) -noded Last Update:
+@ Data Groups @ status | [B8 Monitoring | /2 ACL | =¥ Comms | (& Nirvana Real
= global Event History
- orders
= (_%, eur {eur)
+|§ Data Groups
[ orders
= @, us (us)
+|@ Data Groups
[ orders
'Q eur Memory Usage History
+]@ Data Groups
. orders

_...@ I-Is
+]§| Data Groups

- {lll orders

Event Status

Consumed
Published
ConsumediSec

Published!Sec

Connection Status

Allowed

Sessions connected to the nodel’ realm now have access to three channels. These are :

= '/global/orders' which is a local channel
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m  '/eur/orders' which is actually a channel on another Universal Messaging Realm which has
been added to this namespace under the mountpoint '/eur’

m '/us/orders' whichis actually a channel on another Universal Messaging Realm which has been
added to this namespace under the mountpoint '/us'

Example Use of Federation : Remote Joins

Once you have added the realms to one another, it is possible to create remote joins between the
channels of the realms. This is very useful when considering the physical distance and
communications available between the different realms. For example, if you wish all events
published to the /customer/sales channel in the UK realm to be available on the /customer/sales
channel in the US realm, one would create a join from the /customer/sales channel in the UK to
the /customer/sales channel on the US realm, so all events published onto the uk channel would
be sent to the us channel.

Federation and remote joins provide a huge benefit for your organization. Firstly, any consumers
wishing to consume events from the uk channel would not need to do so over a WAN link, but
simply subscribe to their local sales channel in the us. This reduces the required bandwidth between
the us and uk for your organization, since the data is only sent by the source realm once to the
joined channel in the us, as opposed to 1...n times where n is the number of consumers in the us.
Remote joins are much more efficient in this respect, and ensure the data is available as close
(physically) to the consumers as possible.

Note:

For a description of the general principles involved in creating channel joins, see the section
Creating Channel Joins. The description details the usage based on the Enterprise Manager, but
the same general principles apply if you are using the API.

Realm Configuration

Universal Messaging Realms can be configured based on a number of properties that are accessible
both through the Universal Messaging Administration API as well as the Universal Messaging
Enterprise Manager. Any changes made to the configuration properties for a Universal Messaging
realm are automatically sent to the realm and implemented. This functionality offers major benefits
to Administrators, since realms can be configured remotely, without the need to be anywhere near
the actual realm itself. More importantly, multiple realms and clustered realms can also be
automatically configured remotely.

Note:

Some Universal Messaging realm properties, such as the AMQP Message Transformation setting,
are applied on a per-connection basis, meaning that clients must re-connect to pick up a change
in the realm-wide value.

This section describes the different configuration properties that are available using the Universal
Messaging Enterprise Manager.

When you select a realm from the namespace, one of the available panels in the Enterprise Manager
is labelled 'Config'. Selecting this panel displays various groups of configuration properties, with
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each group of properties relating to a specific area within the Universal Messaging Realm. Each
group of properties contains different values for specific items.

Basic and Advanced Properties

There are currently a large number of configuration properties, and they are divided into two
categories, namely Basic and Advanced. The properties in the Basic category are the most commonly
used ones. The properties in the Advanced category will probably be less frequently used, and
are intended for special cases or expert users.

[ NN )
File Connections Cluster

Universal Messaging Enterprise Manager

%) Universal Messaging Enterprise
» @ Clusters
v ﬁ Realms

- QO realmo

» 0 Zones

Zone Help
Realm Details
MName:
Threads:
Realm UpTime:
Last Update: Thu Jan 19 ]
@ Status | E] Monitoring | J:'f'" Security | E=E Comms |f.% Realms @ Schedl
Parameter
==l realmO | Realm Properties
k| 7] Basic Configuration
b | 7 Advanced Configuration

&) Hide

When the Basic and Advanced categories are expanded, you will see a display of the configuration
properties. Properties that have a similar effect are arranged into groups; for example, properties
that determine when a client times out are contained in the group "Client Timeout Values":
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[ ] [ ] Universal Messaging Enterprise Manager
File Connections Cluster Zone Help

1 Universal Messaging Enterprise Realm Details

Mame:
» @ Clusters Threads:
v ﬁ Realms Realm UpTime:

N _ Last Update: Thu
» @ Zones @ status | B8 Monitoring | /2 Security | BB Comms | @& Realms €

Parameter
|== [ realmO ] Realm Properties
¥ [ Basic Configuration
b | Audit Settings
¥ | Client Timeout Values
EventTimeout
HighWaterMarl

LowWaterMark
TransactionLifeTime
b | 7 Cluster Config
b | 7 Comet Config
k| 7] Connection Config
L
L

¥ == Advanced Configuration

M Cicrc Timeour Values
QueueAccessWaitLimit
QueueBlockLimit
QueuePushWaitLimit

b | 7] Cluster Config

b | 7 Comet Config

k| 7] Connection Config

Note that in the example shown, the group "Client Timeout Values" appears in both the Basic and
the Advanced category. However, the properties "EventTimeout", "HighWaterMark" etc. belonging
to this group appear only under the Basic category, whereas the properties "QueueAccessWaitLimit"
etc. belonging to the same group appear only under the Advanced category. The properties in the
Basic category are the ones which you will probably find most useful for your day-to-day work.

Configuration Groups
The configuration groups are :

1. Audit Settings - Values relating to what information is stored by the audit process

2. Client Timeout Values - Values relating to client / server interaction
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Cluster Config - Values specific to the clustering engine

Comet Config - Values relating to the configuration of Comet

ook W

Connection Config - Values relating to the client server connection
6. Data Stream Config - Values relating to the configuration of Data Streams
7. DurableConfig - Values relating to usage of durables

8. Environment Config - Read only configuration values that relate to the system environment.
These cannot be changed.

9. Event Storage - Values specific to how events are stored and retrieved on the server
10. Fanout Values - Values specific to the delivery of events to clients

11. Global Values - Values specific to the realm process itself

12. Inter-Realm Comms Config - Values relating to Inter-Realm communication
13. JVM Management - Values relating to the JVM the Realm Server is using

14. Join Config - Values specific to channel join management

15. Logging Config - Values specific to logging

16. Metric Config - Values relating to metric management

17. Plugin Config - Values relating to Realm Plugins

18. Protobuf Config - Values relating to Protocol Buffers

19. Protocol AMQP Config - Values relating to the use of AMQP connections
20. Protocol MQTT Config - Values relating to the use of MQTT connections

21. RecoveryDaemon - Values relating to clients that are in recovery (i.e. replaying large numbers
of events)

22. Server Protection - Values specific to server protection
23. Thread Pool Config - Values specific to the servers thread pools.
24. TransactionManager - Values specific to the transaction engine of the RealmServer

The table below describes the properties that are available within each configuration group. It also
shows valid ranges of values for the properties and a description of what each value represents.
The “Adv. ” column shows "Y" if the property is in the Advanced category, whereas no entry
indicates that the property is in the Basic category.

Configuration Group/Property Valid Description Adv.
values

Audit Settings
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Configuration Group/Property Valid Description Adv.
values
ChannelACL True or |Log to the audit file any unsuccessful
False channel ACL interactions. Default is
true.
ChannelFailure True or |Log to the audit file any unsuccessful
False realm interactions. Default is true.
ChannelMaintenance True or |Log to the audit file any channel
False maintenance activity. Default is false.
ChannelSuccess True or |Log to the audit file any successful
False channel interactions. Default is false.
DataGroup True or |Log to the audit file any changes to
False Data Group structure
DataGroupFailure True or |Log to the audit file any failed attempts
False to Data Group structure
DataStream True or |Log to the audit file Data Stream add
False and removes
Group True or |Log to the audit file any added or
False removed security groups
GroupMembers True or |Log to the audit file any changes in
False group membership
InterfaceManagement True or |Log to the audit file any interface
False management activity. Default is true.
JoinFailure True or |Log to the audit file any unsuccessful
False join interactions. Default is true.
JoinMaintenance True or |Log to the audit file any join
False maintenance activity. Default is true.
JoinSuccess True or |Log to the audit file any successful join
False interactions. Default is false.
QueueACL True or |Log to the audit file any unsuccessful
False queue ACL interactions. Defaultis true.
QueueFailure True or |Log to the audit file any unsuccessful
False queue interactions. Default is true.
QueueMaintenance True or |Log to the audit file any queue
False maintenance activity. Default is false.
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QueueSuccess True or |Log to the audit file any successful
False queue interactions. Default is false.
RealmACL True or |Log to the audit file any unsuccessful
False realm ACL interactions. Default is true.
RealmFailure True or |Log to the audit file any unsuccessful
False realm interactions. Default is true.
RealmMaintenance True or |Log to the audit file any realm
False maintenance activity. Default is true.
RealmSuccess True or |Log to the audit file any successful
False realm interactions. Default is false.
SnoopStream True or |Log to the audit file Snoop stream add
False and removes

Client Timeout Values

EventTimeout 5000 to | The amount of ms the client will wait
No Max |for a response from the server. Small
values may cause clients to abandon
waiting for responses and disconnect
prematurely. Large values may cause
clients to take an unusually long
amount of time waiting for a response
before disconnecting. Default is 60000.

HighWaterMark 2toNo |The high water mark for the connection
Max internal queue. When this value is
reached the internal queue is
temporarily suspended and unable to
send events to the server. This provides
flow control between publisher and
server. Default is 3000.

LowWaterMark 1toNo |Thelow water mark for the connection
Max internal queue. When this value is
reached the outbound internal queue
will again be ready to push event to the
server. Default is 1000.

QueueAccessWaitLimit 200 to No|The maximum number of milliseconds|Y
Max it should take to gain access to an
internal connection queue to push
events. Once this time has elapsed the
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client session will inform any listeners
registered on the session which monitor
these connection queues. Small values
may result in an excessive number of
notifications. Default is 200.

QueueBlockLimit 500 to No|The maximum number of milliseconds|Y
Max an internal connection queue will wait
before notifying listeners after it has
reached the HighWaterMark. Small
values may result in excessive
notifications. Default is 500.

QueuePushWaitLimit 200 to No|The maximum number of milliseconds|Y
Max it should take to gain access to an
internal connection queue and to push
events before notifying listeners. Small
values may result in excessive
notifications. Default is 200.

TransactionLifeTime 1000 to |The default amount of time a

No Max |transaction is valid before being
removed from the tx store. Default is
20000.

Cluster Config

ClientQueueSize 10 to Size of the client request queue.

10000
If this queue is small then the clients

will wait longer and performance may
drop.

If too large then client requests are
queued but not processed.

ClientQueueWindow 1 to 1000 |The value used when an async
consumer of type queue or durables of
types shared queue, shared, and serial
do not set an explicit value for the
window size.

Default is 100.

Important:
A small number will reduce
performance.
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ClientStateDelay 0to The number of seconds to delay the

120000 |cluster processing client requests when
a cluster state change occurs. A large
number will delay client requests
longer than required.

DisableHTTPConnections True or |Disable HTTP(s) connections between
False cluster nodes. If true then the server
will only use nsp(s) connections
between realm nodes, and any nhp(s)
rnames will be switched to using

nsp(s).

DisconnectWait 1000 to | Time to wait for the node to form in the
120000  |cluster. Once this time has expired the
behavior is defined by the
DisconnectWhenNotReady flag.

DisconnectWhenNotReady True or |Disconnects the client if the node has
False not formed in the cluster. If set to true,
all non-Admin client sessions are
disconnected, but the Admin sessions
are not disconnected. If set to false, the
user request will be queued.

EnableMulticast True or |Enables cluster requests broadcast to
False realms to be send through the reliable
multicast mechanism within Universal
Messaging. This setting only takes
effect if a multicast interface is
configured for all nodes within the

cluster.
EnableStoreRecoveryRetry True or |Enables/Disables the ability for the |Y
False slave to re-attempt a recovery of a store

if it detects changes to the store during
recovery. If true the slave will continue
to attempt a cluster recovery of a store
which may be changing due to TTL or
capacity on the store attributes.

EnginePipelineSize 1to32 |Number of concurrent pipeline threads|Y
running within the cluster engine. If set
to 1, then all requests are pipelined
through one thread, else topics/queues
are bound to specific pipelines.
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FormationTimeout 60000 to |The time to wait for the state to move

300000 |from recovery to slave or master. If this
value is too small then recovering a
large number of events will result in
the realms dropping out of the cluster.

HeartBeatInterval 1000 to |Heart Beat interval in milliseconds.
120000 |Defaultis 120000. A small value here
will cause excessive messages being
generated between realms.

Initial ConnectionTimeout 5000 to | The number of milliseconds that the
240000 |server will wait while trying to
establish a connection to a peer. A small
value may reduce the chance of a
connection in busy networks, while a
large number may delay cluster
formation.

IsCommittedDelay 1000 to |When a slave processes an Y
30000 IsCommitted request and it is still
recovering the Transaction store, it will
block the clients request for this timeout
period. If this is set to a large value,
clients may experience a substantial
delay in response.

MasterRequestTimeout 1000 to |Specifies the amount of time in
900000  |milliseconds that the master is going to
wait for a slave to respond to a single
request before disconnecting it. This
timeout will prevent a slave from being
reconnected if it fails to respond to a
master request.

MasterVoteDelay 1000 to |When a node has requested to be
60000 master it will wait this timeout period
in milliseconds for the peers to agree.
If this number is too high the cluster
formation may take some time.

MasterWaitTimeout 1000 to  |When the master is lost from the cluster
600000 |and the remaining peers detect that the
master has the latest state they will wait
for this time period for the master to
reconnect. If the master fails to
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reconnect in this time period a new
master is elected.

PublishQueueEnabled True or |If enabled the slaves will queue publish|Y
False requests prior to committing them to
the cluster. If enabled and a slave is
killed, any outstanding publish events

will be lost.
QueueSize 100to  |Number of events outstanding to be
1000 processed by the clusters internal queue

before sending flow control requests
back. Increased size increases the
memory usage.

StateChangeScan 10000 to |{When a realm loses master or slave
No Max |state then after this timeout all cluster
based connections will be disconnected.
If the realm reenters the cluster then
the disconnect timeout is aborted. If
this value is too low, all clients will be
bounced while the cluster is forming.

SyncPingSize 100to  |Number of events sent before a cluster|Y
10000 syncoccurs. A small number will effect
overall performance, a large number

may result in a cluster being to far out

of sync.
Comet Config
BufferSize 1024 to  |The buffer size for Comet requests.  |Y
102400 |Large sizes will cause the realm to
consume more memory when reading
data from Comet clients. Small sizes
may introduce delays in the time taken
to read requests.
EnableLogging True or |Enables logging of all comet queries,
False will impact server performance.
Timeout 10000 to |The timeout for a Comet connection.

No Max |Small sizes may cause Comet-based
connections to time out prematurely.
Large sizes may increase the time a
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server holds a disconnected Comet
connection open.

Connection Config

AllowBufferReuse

True or
False

If set to true then buffers will be
allocated from the buffer pool and once
finished with returned to the pool. If
set to false then buffers are allocated
on the fly and then left for the system
to free them. It is best to leave this set
to true. For object creation limitation it
is best to set this to true.

BufferManagerCount

1 to 256

The number of Buffer Managers that
the server will allocate. This is used
during startup to size and manage the
network buffers. This does not need to
be large, but a rule of thumb is 1 per
core.

Y

BufferPoolSize

100 to
10000

The underlying Universal Messaging
IO utilizes buffers from a pool. By
default we pre-load the pool with this
number of buffers. As the reads/writes
require buffers they are allocated from
this pool, then once used are cleared
and returned. If the size is too small we
end up creating and destroying buffers,
and the server may spend time creating
them when needed. If the size is too
large we have a pool of buffers which
are not used taking up memory.

Y

BufferSize

1024 to
1048576

This specifies the default size of the
network buffers that Universal
Messaging uses for its NIO. If small,
then Universal Messaging will require
more buffers (up to the maximum
specified by BufferPoolSize) to send
an event. If too large, then memory may
be wasted on large, unused buffers.

These buffers are reused automatically
by the server, and are used to transfer
data from the upper application layer
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to the network. So, for example, the
server might use all BufferPoolSize
buffers to stream from 1 application
level buffer (depending on the relative
sizes of the buffers).

An efficient size would be about 40%

more than the average client event, or
5K (whichever is largest). If too small,
the server will send many small buffers.

CometReadTimeout 1000 to  |Specifies the time the server will wait
120000  |for a client to complete sending the data

ConnectionDelay 10 to When the server has exceeded the Y
60000 connection count, how long to hold on
to the connection before disconnecting.
If this is too low, the server will be busy
with reconnection attempts. Default is
60000.

IdleDriverTimeout 120000 to |Specifies the time in milliseconds that
No Max |a communications driver can be idle
before being deemed as inactive. When
this happens the server will
automatically close and remove the
driver. This must be greater than the
keep alive timeout else all connections
will be closed due to inactivity.

IdleSessionTimeout 10000 to |If there has been no communication
No Max |from a client for the configured number
of milliseconds, the client is deemed
idle and is disconnected. This typically
occurs when there are network issues
between a client and the server. If the
value is too low, the chance of
disconnecting a valid session is high.

KeepAlive 5000 to | The number of milliseconds the server
No Max |will wait before sending a heartbeat. A
small number will cause undue
network traffic. Default is 60000.

MaxBufferSize 1024 to | The maximum buffer size in bytes that
No Max |the server will accept. Default is
20971520 (20MB).
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Rather than using larger buffers, it is
recommended that you compress if
possible to save bandwidth and
memory on the server.

This value exists to stop a user from
accidentally or maliciously overloading
the server and causing excessive
memory consumption.

MaxNoOfConnections -1 to No |Sets the maximum concurrent

Max connections to the server, -1 indicates
no restriction, default is -1. Reducing
this to a small number may cause client
connections to be rejected.

MaxWriteCount 5t0 100 |When writing many events to a client
the write pool thread may continue to
send the events before returning to the
pool to process other clients requests.
So, for example if it is set to 5, then the
thread will send 5 events from the
clients queue to the client before
returning to the pool to process another
request. If this number is small it
creates additional CPU overhead.

NetworkMonitorThreads 2t0 100 |The number of threads to allocate to
flushing client data, Please note this
will only take effect after a restart.
Depending on the number of
concurrent clients the latencies during
load my be higher then expected

PriorityQueueCount 2to10  |Sets the number of queues to divide
priority levels between, up to a
maximum of 10 queues.

PriorityReadSpinLockMaxConnections |0 to 8 Maximum number of clients allowed
to allocate high priority spin locks.

This property is deprecated and will be
removed in a future product release.

PriorityReadSpinLockTime 1to The time interval (in milliseconds), Y
10000 during which the thread spin read
handler will continuously try reading
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events. The setting has effect only when
PriorityReadTypeissetto Thread Spin.
Default value is 500 milliseconds.

This property is deprecated and will be
removed in a future product release.

PriorityReadType Oto?2 If enabled then high priority sessions
will be enabled to run spin locks
waiting to read.

This property is deprecated and will be
removed in a future product release.

QueueHighWaterMark 100 to No|The number of events in a client output
Max queue before the server stops sending
events. A small number will cause
undue work on the server. Default is

3000.
QueueLowWaterMark 50 to No |The number of events in the clients
Max queue before the server resumes

sending events. Must be less than the
high water mark. Default is 1000.

ReadCount 1to20 |Number of times the thread will loop
around waiting for an event to be
delivered before returning. Large
values may cause read threads to be
held for long periods of time, but avoid
context switching for delivering events.

UseDirectBuffering True or |If true the server will allocate Y
False DirectByteBuffers to use for network
I/O, else the server will use
HeapByteBuffers. The main difference
is where the JVM will allocate memory
for the buffers the DirectByteBuffers
perform better. For the best
performance the DirectByteBuffers are

generally better.

WriteHandlerType 1tob Specifies the type of write handler to
use

whEventThresholdCount 1 to 2000 |Number of events to exceed in the

whEventThresholdTime to detect a peak.
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This number should be small enough
to trigger peaks.

whEventThresholdTime 1 to 2000 | Number of milliseconds to sample the
event rate to detect peaks

whMaxEventsBeforeFlush 1to Total number of events that can be sent
10000 before a flush must be done. If this
number is too small then too many
flushes will result.

whMaxEventsPerSecond No Min |Specifies the total number of events per
to No second that a realm will send to clients
Max before switching modes into peak

mode. If this number is small then the
server will go into peak mode too soon
and latencies will start to increase.

whMaxTimeBetweenFlush 1 to 1000 | Total number of milliseconds to wait
before a flush is done. If this number is
too large then latencies will increase.

Data Stream Config

MonitorTimer 1000 to |Time interval in milliseconds to scan |Y
120000  |the data group configuration looking
for idle / completed streams. Large
values may cause idle and inactive
datastreams to remain on datagroups
for long periods of time. Small values
may cause transient disconnections to
trigger datagroup removals for
datastreams - requiring them to be
added back into the datagroup.

OffloadMulticastWrite True or |If true then all multicast writes will be|Y
False performed by the parallel fanout
engine.

SendlInitialMapping True or |When any stream registered client Y
False connect sends the entire Data Group
Name to ID mapping

DurableConfig
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QueuedExtendedException True or |If true, then if the selector on a queued|Y
False durable changes, the selector is added

to the exception string.

Environment Config

AvailableProcessors READ Number of CPUs available
ONLY
Embedded READ  |If true, this specifies that the server is

ONLY  |running as an embedded server

InterRealmProtocolVersion READ  |Universal Messaging Server
ONLY |Inter-Realm Protocol Version

JavaVendor READ |Vendor of Java Virtual Machine
ONLY

JavaVersion READ  |Virtual Machine Version
ONLY

NanosecondSupport READ  |Nanosecond support available through
ONLY |JVM on Native OS

OSArchitecture READ  |Operating System Architecture
ONLY

OSName READ  |Operating System Name
ONLY

OSVersion READ  |Operating System Version
ONLY

Processld READ  |Process ID
ONLY

ServerBuildDate READ  |Universal Messaging Server Build Date
ONLY

ServerBuildNumber READ  |Universal Messaging Server Build
ONLY  |Number

ServerReleaseDetails READ  |Universal Messaging Release Details
ONLY

ServerVersion READ  |Universal Messaging Server Build

ONLY Version
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TimerAdjustment READ  |Thesize of the Operating System's time
ONLY |quantum.
Event Storage
ActiveDelay 100 to No|The time in milliseconds that an active|Y
Max channel will delay between scans. The
smaller the number, the more active the
server. Default is 1000.
AutoDeleteScan 1000 to  |Specifies the number of milliseconds
500000 |between scans on AutoDelete stores to
see if they should be deleted. The larger
this time frame, the more AutoDelete
stores will potentially not be deleted
on the server.
AutoMaintenanceThreshold 0to 100 |[Sets the percentage free before the
server should run maintenance on the
internal stores. It is by default 5e. This
means maintenance will be performed
when 50% of the number of the events
in the file are marked as dead —already
consumed and acknowledged so they
can be deleted.
CacheAge 1000 to  |The length of time in milliseconds that|Y
No Max |cached events will be kept in memory.
The larger the value, the more memory
will be utilized.
EnableStoreCaching True or |If true the server will try to cache
False events in memory after they have been
written/read. Please note the server will
need to be rebooted for this to take
effect
IdleDelay 5000 to |The time in milliseconds that anidle |Y
No Max |channel will delay between scans. The
smaller the number, the more active the
server. Default is 10000.
JMSEngineAutoPurgeTime 5000 to |Defines the interval between clean up |Y
600000 |of events on a JMS Engine Resource. A
large interval may result in topics with
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large numbers of events waiting to be
purged.

MaintenanceFileSizeThreshold 1024000 |Sets the file size in bytes that will
trigger the maintenance. With small file
sizes, the maintenance will be run more
often. With large file sizes, the
maintenance may take longer to run.
There are no performance issues with
a big file except on startup when the
stores need to be reloaded.

MaintenanceMemoryThreshold 1048576 |Maximum size in memory for any topic
or queue to reach before maintenance
of the in-memory cache is run.

PageSize 10 to The page size to use for the event store.
100000 |This value sets the number of
events/page.
QueueDeliveryPersistencePolicy (Values |Sets the Queue Delivery Persistence |Y

as listed |Policy. The policy is a combination of
innext |(a) making the disk storage location
column) |persistent, i.e. recoverable after a server
restart, or non-persistent, i.e. erased at
a server restart, and (b) writing events
to the disk storage location
synchronously or asynchronously.

If you choose a policy that uses a
non-persistent storage location,
unacknowledged but delivered queue
events will be stored elsewhere until
they are acknowledged or rolled back.

The available policies are:

B No persistent/No sync: The storage
location is not persistent, and
writing events to disk is
asynchronous.

®  Persistent/No sync: The storage
location is persistent, and writing
events to disk is asynchronous.
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®  Persistent/Sync: The storage
location is persistent, and writing
events to disk is synchronous.

Persistent/No sync is the
recommended value for production
environments.

StoreReadBufferSize

1024 to
3000000

Size of the buffer to use during reads
from the store. Note that the server will
need to be restarted for this to take
effect.

Y

SyncBatchSize

1 to 1000

Specifies the maximum size before the
sync call is made. The lower this value,
the more sync calls made and the more
overhead incurred.

Y

SyncServerFiles

True or
False

If true the server will sync each file
operation for its internal files. If true,
this adds additional overhead to the
server machines and can reduce overall
performance.

SyncTimeLimit

1 to 1000

Specifies the maximum time in
milliseconds that will be allowed before
the sync s called. The lower this value,
the more file sync calls and the more
overhead incurred.

ThreadPoolSize

1to4

The number of threads allocated to

perform the management task on the
channels. The more channels a server
has, the larger this number should be.

Fanout Values

ConnectionGrouping

True or
False

If true allows the server to group
connections with the same selector
providing improved performance. This
allows the server to optimize the way
it processes events being delivered to
the clients.

This requires a server restart to take
effect.
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DelayPublishOnCapacity True or |Delays the publisher thread when the
False store capacity is exceeded. If this is not
set, an exception is passed back to the
client.
HonourSharedDurableCapacity True or |If true, the channel will check any Y
False shared durables for capacity before

accepting a published event. If any of
these durables are over capacity, the
server will respond as if the parent
channel is over capacity. If false, the
event will be published regardless of
the number of events on its shared

durables.
IteratorWindowSize 1toNo |Specifies the number of events
Max delivered to each Channel Iterator in a

pre fetch. This allows the client to
perform much faster by pre fetching
events on fast moving topics requiring
less client to server communication.

The default is 100.

JIMSQueueMaxMultiplier 1to10 |The multiplier used on the High Water|Y
mark when processing events from a
JMS Engine Queue/Topic. If this value
is too high the server will consume vast
amounts of memory.

ParallelThreadPoolSize 2to 64 |Specifies the number of threads to use
within the thread pool. If this number
is small then there maybe adverse
overheads. This value required a restart
to take effect.

PeakPublishDelay 0toNo |When clients start to hit high water  |Y
Max mark, this specifies how long to delay
the publisher to allow the client time
to catch up. If this is too small the
publisher can overwhelm the server.

PublishDelay 0toNo |How long to delay the publisher when|Y
Max the subscriber's queue start to fill, in
milliseconds. If this number is 6 then
no delay.
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PublishExpiredEvents True or |Specifies whether to publish expired
False events at server startup. Default is true.
SendEndOfChannelAlways True or |Specifies whether to always send an
False End Of Channel, even if we find no
matches within the topic. If set, the
subscriber will always be informed that
the subscription request has completed
the recovery of the topic.
SendPubEventsImmediately True or |Specify whether to send publish events
False immediately. If true, then the server
will send all publish events to clients
immediately, if false the server is
allowed to collect events before
publishing.
SyncQueueDelay 10 to Maximum number of milliseconds the
3600000 |queue publisher will be delayed. This
can be used to slow down the queue
publishers.
SyncQueuePublisher True or |If true then the queue publisher will be
False synchronized with the queue
consumers. This allows flow control of
queue publishers. If false then the
value of SyncQueuebDelay is not used.
Global Values
AllowRealmAdminFullAccess True or |If true then any user with the full realm|Y
False access will have access to all channels
and queues.
CacheJoinInfoKeys True or |If enabled we cache join key Y
False information between events passed
over joins. This reduces the number of
objects created. If this parameter is set
to false then the server will create a new
byte[] and string for each joined event.
DisableExplicitGC True or |If enabled the server will call the
False Garbage Collector at regular intervals

to keep memory usage down. If this is
disabled then the garbage collection
will be done solely by the JVM.
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EnableCaching True or |If EnableCachingis set to true, the
False channel storage properties Cache On

Reload and Enable Caching are set to
the values specified by the client.

If EnableCaching is set to false, then
the channel storage properties Cache
On Reload and Enable Caching are
set to False, regardless of the values set
by the client for these storage

properties.
EnableDNSLookups True or |If enabled the server will attempt to
False perform a DNS lookup when a client

connects to resolve the IP address to a
hostname. In some instances this may
slow down the initial client
connections.

EnableWeakReferenceCleanup True or |If enabled then the server will hook into|Y
False the JVM's garbage collection and
release cached items when the JVM
needs memory. By enabling this, the
number of cached events stored will be
reduced but memory will be

maintained.
ExtendedMessageSelector True or |If true, allows the server to use the
False extended message selector syntax

(enabling string to numeric conversions
within the message selector). Default

is true.

HTTPCookieSize 14 to 100 | The size in bytes to be used by nhp(s) |Y
cookies

NHPScanTime 5000 to |The number of milliseconds that the |Y

No Max |server will wait before scanning for
client timeouts. Default is 5000, i.e. 5
seconds.

NHPTimeout 2000 to |The number of milliseconds the server|Y
No Max |will wait for client authentication. If
this number is too large, the server may
have unwanted connections. Default is
120000, i.e. 2 minutes.
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OverrideEveryoneUser True or |Override the *@* permission for

False channels / queues with explicit ACL
entry permissions. Default is false.

PauseServerPublishing True or |If true, the Pause Publishing feature is|Y
False activated. Default is false.

This feature causes the server to block
all attempts by clients to publish events,
and such clients will receive an
nPublishPausedException. However,
events that already exist in the
publishing client queues on the server
continue to be consumed by the
subscribing clients until the queues are
emptied.

You can use the Pause Publishing

feature when it is necessary to clear the
client event queues on the realm server.
This could be, for example, before

performing maintenance tasks such as
increasing buffer storage or performing
abackup, or before changing the server

configuration.
SendRealmSummaryStats True or |If true sends the realm's status
False summary updates every second.

Default is false.

StampDictionary True or |Place Universal Messaging details into
False the dictionary. The default is true.

StampHost True or |Stamps the header with the publishing
False host (true/false). If true adds additional
overhead to the server/client.

StampTime True or |Stamps the header with the current
False time (true/false). If true, adds
additional overhead to the server/client.

StampTimeUseHPT True or |If this is set to true, then the server will
False use an accurate millisecond clock, if
available, to stamp the dictionary. This
may impact overall performance when
delivering events when latency is
important.
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StampTimeUseHPTScale

Oto2

This has 3 values, mi1l4, micro or nano
accuracy

StampUser

True or
False

Stamps the header with the publishing
user (true/false). If true, adds additional
overhead to the server/client.

StatusBroadcast

2000 to
No Max

This property has two purposes:

®  The number of milliseconds
between status events being
published to any clients using
Admin API or Enterprise Manager.
A small value increases the server
load.

®  The number of milliseconds
between status messages being
written to the server log, when
periodic status logging has been
activated via the EnableStatuslog

property.
Remember that if you change the value
of this property, it will affect the time

interval for both status events and
status log intervals.

The default is 5000, i.e. every 5 seconds.

Inter-Realm Comms Config

EstablishmentTime

10000 to
120000

Time for an inter-realm link to be
initially established. This value should
reflect the latency between nodes.

Y

KeepAlivelnterval

1000 to
120000

Time interval where if nothing is sent
a Keep Alive event is sent. This can be
used to detect if remote members are
still up and functioning.

Y

KeepAliveResetTime

10000 to
180000

If nothing has been received for this
time the connection is deemed closed.
This value must be larger than the
KeepAlivelInterval.

Y
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MaximumReconnectTime 1000 to |The maximum number of milliseconds|Y

50000 to wait before trying to re-establish a
connection. If this value is too large,
cluster formation will be delayed. The
reconnect will be attempted at a
random amount of time between
MinimumReconnectTime and
MaximumReconnectTime.

MinimumReconnectTime 100to  |The minimum time to wait before Y
10000 trying to re-establish a connection. If
this number is too high then it may
impact the network during outages.
The reconnect will be attempted at a
random amount of time between
MinimumReconnectTime and
MaximumReconnectTime.

Timeout 60000 to |If no events are received within this |Y
180000 |[time limit, the link is assumed dead and
will be closed. If this limit is less than
the keep alive time then the link will
be closed.

WriteDelayTimeout 1000 to |The maximum time to wait on a write |Y
60000 |if the link has dropped. If a realm
disconnects when we are able to write
to it, we wait for a set amount of time
for the link to come back before
abandoning the write and resetting
altogether. This insulates the cluster
against some transitive network
conditions.

JVM Management

EmergencyThreshold 50t0 99 |The memory threshold when the server
starts to aggressively scan for objects
to release. If this value is too large the
server may run out of memory. Default
is 94, i.e. 94%

Enable]MX True or |Enable J]MX beans within the server. If
False enabled the server will present JMX
MBeans so it can be monitored by any
JMX client.
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Configuration Group/Property Valid Description Adv.
values
ExitOnDiskIOError True or |If true, the server will exit if it gets an |Y
False I/O Exception. Setting this to false may
result in lost events if the server runs
out of disk space. Default is true
ExitOnInterfaceFailure True or |If true and for any reason an interface | Y
False cannot be started when the realm
initializes, the realm will shut down.
IORetryCount 2t0 100 |Number of times a file I/O operation |Y
will be attempted before aborting
IOSleepTime 100to  |Time between disk I/O operations if an|Y
60000 I/O operation fails. If this time is large
then the server may become
unresponsive for this time.
JMXRMIServerURLString String  [JNDI Lookup URL for the J]MX Server
to use.
MemoryMonitoring 60 to Number of milliseconds between
30000 monitoring memory usage on the
realm. If this value is too large then the
realm will be slow to handle memory
usage. Default is 2000.
ThrottleAllPublishersAtThreshold True or |Defines if publishers will be throttled |Y
False back when the memory emergency
threshold is reached.
WarningThreshold 40 to 95 |The memory threshold when the server
starts to scan for objects to release. If
this value is small then the server will
release objects too soon, resulting in a
lower performing realm. Default is 85,
i.e. 85%.
Join Config
ActiveThreadPoolSize 1toNo |The number of threads to be assigned
Max for the join recovery. Default is 2.
IdleThreadPoolSize 1toNo |The number of threads to manage the
Max idle and reconnection to remote servers.
This number should be kept small.
Default is 1.
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Configuration Group/Property Valid Description Adv.
values
MaxEventsPerSchedule 1toNo |[Number of events that will be sentto |Y
Max the remote server in one run. A low
number will increase the time to
recover the remote server, a large
number will impact other joins which
are also in recovery. Default is 50.
MaxQueueSizeToUse 1toNo |The maximum events that will be Y
Max queued on behalf of the remote server.
A low number increases the time for
the remote server to recover, a large
number increases the memory used for
this server. Default is 106.
RemoteJoinAckBatchSize Events received through remote joins |Y
are acknowledged in batches. This
property configures the batch size.
RemoteJoinAckInterval In addition to the batch Y
acknowledgement, remote join events
get acknowledged every n milliseconds.
This property configures this interval.
UseQueuedLocalJoinHandler True or |Specifies whether to use a queued join|Y
False event handler. True will enable source
channels and destination channels to
be process events independently.
Logging Config
DefaultLogSize 100 to No|The default size of the log in bytes
Max
DisplayCurrentThread True or |If enabled will display the current
False thread in the log message.
Default: true
EnableLog4] True or |If enabled will intercept log messages
False and pass to Log4] as well. This requires
a restart before it will take effect.
EmbedTag True or |Used to control if the message tag is
False displayed in log messages.
Default: false
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