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Chapter 1 - Preface

Introduction

The CONNX Open Systems Event Replicator is a real-time data replication tool that propagates changes from a
source database to a target database. With the Open Systems Event Replicator, events that affect data in the source
table, such as updates, inserts and deletes, will automatically be propagated to the target table in real time.

The Open Systems Event Replicator has an easy-to-use graphical interface that deploys installation and
configuration information to the source and target database servers.

The Business Case

Because it can store and process multi-value fields, handle large volumes of data, and manage high-speed
transactions, Adabas is ideally suited to house the critical business data needs of today's fast-paced companies. With
Adabas, applications are able to save and retrieve complex data structures in a single physical record and in a single
operation. As a multi-value database, Adabas has significant transactional performance advantages over relational
databases, which would require several joins between many tables to accomplish the same task.

Although multi-value Adabas excels in transactional performance, relational databases excel in analytical capability.
Relational databases also have a large selection of analytical and reporting tools available for companies to use. The
Open Systems Event Replicator for Adabas give companies the best of both worlds: superior multi-value database
performance and SQL-based tools for data reporting and analysis.

The Options
There are several ways to move Adabas data into a relational database:

1. The extract and load approach

Most relational databases have "bulk mode" import tools that will read data from a text or binary file and
place it into the database. A program is written to extract the data into a text file (using the same formats as
the relational schema) and transfer the text files from the Adabas system to the relational database system.
The relational database table schemas are manually created and a database utility is run to load the files into
the table(s).

This was the common approach used in the past simply because there was no other way to accomplish the
task. But there are several problems with this option:

a. There are many manual steps involved in the process.

b. Only a snapshot of the data is moved into the relational database. Each time current data is
required in the relational database, the process must be repeated.

2. Using the relational database vendors ETL tools

Many relational databases, such as Oracle, SQL Server, and DB2, have GUI-based tools that make it easy
to move data from other sources into their database using an OLEDB or ODBC driver. SQL Server is an
example of a relational database that comes with a set of powerful data management tools. Using SQL
Server Integration Services (SSIS) combined with an OLEDB Driver for Adabas (Adabas ConnecX SQL
Engine, it only takes a few clicks to move a snapshot of Adabas data into SQL Server.
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These tools make the extraction and load of the data very easy in comparison to bulk loading data, but there
are still problems:

a. It's a manual process.

b. It's a data snapshot. The process must be repeated every time current data is needed.

3. The real-time changed data capture approach

Change data capture detects changes to data on a "source" database and replicates those changes to a
"target" database in real-time (sub-second replication). The Open Systems Event Replicator can replicate
data from one Adabas database to another Adabas database for backup or disaster recovery purposes. It can
also replicate Adabas data to relational databases.

There are two advantages to this technology:

a. "Fire and forget." Once the replication has been established, no further effort or manual steps are
required. The replication will continue to run in the background until otherwise directed.

b. The data in the Adabas target or the target relational database is not a one-time snapshot, but rather
a living copy of the data that is kept in real-time synchronization with the source data in Adabas.
This allows transactional applications to continue to benefit from Adabas high-speed performance
and opens the door for using SQL-based data analysis and reporting tools against the relational
copy.
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The What, Why, and How of Event Replication

What is live data event replication?

There are two mainstream ways to replicate data between databases.

Take a snapshot of the source database and duplicate the data into the target database. This is usually done
in a batch or on-demand environment.

Capture changes as they happen in the source database and perform the exact same changes on the target
database. This is usually done in a live data or transaction-oriented environment.

Live data updates are an evolution of the snapshot idea. We first capture an image of the source data and
create target data. Then we watch the source data to see if there are any changes. We perform the same
changes we found on the source database against the target database.

Why should we want to perform live data event replication?

Live data event replication is the most efficient way to move information as it changes from the
source database to the target database. When we first capture an image of the source database and create
the target database the system must read and write every row of data in the entire database. From that point,
live data event replication only accesses information in the original database that has been altered. If an
organization has tens of millions of rows of data, only a very small fraction of the data typically changes
during daily operations. Even the most efficient snapshot operations must still examine every row of data
from the source every time they synchronize the source and target databases. Live data event replication
consumes less computing resources than the other database replication alternatives.

Live data event replication data does not differ from reality in the same way snapshots of data differ.
If we take weekly snapshots of our database system to create our target database, we will have an excellent
image of our current business situation in both the target and source databases right after the snapshot is
taken. But as time passes, the source database starts to diverge from the last snapshot. Transactions applied
to the source database will not show up in our aging target database until we take another snapshot.
Eventually, the duplicated data loses any value, so we are forced to update the target database; usually by
creating a new snapshot of the source data.

Live data event replication does not suffer from this defect. As transactions are performed on the source
database, the information is immediately moved into the target database and the source and target databases
stay current.

Companies may need multiple database formats for business reasons. A particular group may need to
analyze some facet of the financial picture such as current inventory levels or the status of accounts
receivable but the group may not know how to use the source database system. A live image of the source
database system in a format that the group knows how to access solves this problem.

Since badly formed queries can negatively impact critical databases, users may not be authorized to perform
ad-hoc queries against the source database. Target databases containing current images of all or part of the
source database can allow ad-hoc queries without any danger of impacting the performance of the source
database.

Is live data event replication always the best solution?

Live data event replication is not appropriate in every situation. The method of choice (to make a snapshot
or to use live data event replication) depends on the eventual use of the data.

There are times when it makes sense to use a snapshot of the source database. For month-end reporting we
do not want the financial picture to give us new answers every time we query it.

How does Open Systems Event Replication perform live data event replication?

Initial State
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To start live data event replication, we must take the source database and create a snapshot that duplicates
all of the data at a single point in time. In the Open Systems Event Replicator, this step is called the "Initial
State".

Performing an initial state operation moves a copy of the source database into the target database.
=  Queuing

After we have created the initial state, we will have an exact image of the database as it looked at a single
point of time - the beginning of the snapshot creation step. But between the time when the initial state
operation started and the time when it finished, it is possible that some updates have occurred against the
source database. We don't want to lose these changes. The updates are stored in a message queue as they
occur and at the end of the initial state, we apply the changes to the target database so it is current again. As
new changes come in, we add them to the bottom of the message queue. We continue to use the message
queue to update the target database. After a change has been applied to the target database it is removed
from the queue.

The message queue allows us to preserve the state of the target database, even if the target database is taken
off line. We simply add new data changes to the message queue and when the target database is ready to be
brought online, we restart the target server and update the target database with the stored changes until the
queue is exhausted.

e ACID

ACID stands for Atomicity, Consistency, Isolation, and Durability. For a database to be reliable, the system
must preserve the ACID of the data transactions.

e Atomicity means that a group of operations is performed as a unit. In the Open Systems Event
Replicator, we process the transactions in the exact time order in which they occurred and have
designed the target database process so it preserves the atomicity of the updates.

e Consistency means that our database must be in a fully functional state when the transaction
begins and when it ends. The target database system's transactions ensure the system retains
database integrity.

e Isolation means that the database changes happen as a group so that outside users of the system do
not have to worry about the individual updates. Although moving money from one account to
another account requires the money to be removed from the source account before it is added to
the target account, an outside observer will see the accounts either in the original state or with both
the addition and the subtraction. They will not see just the addition or just the subtraction.

In the Open Systems Event Replicator, if the transaction in the target database does not succeed, it
retain the transaction on the message queue and generate a problem notification message. Once the
problem has been corrected, then the transaction will be replayed. Partial transactions are not
committed.

=  Durability guarantees (not just promises) that a transaction has been fully and correctly completed
and the state of the changed records will not be partly done or somehow undone. The Open
Systems Event Replicator transactions are durable because of the target database's relational
properties; uncommitted transactions are retained in a durable format in the message queue until
they have been successfully completed.

= Problem Resolution

Because the changes have been stored once the transaction completes, we know that the changes are
permanent and cannot be lost due to distressing events such as power outage. However complications can
occur in the live data event replication process. Two possible problems are:

e The source database may be damaged by hardware failure and have to be restored from backup.

e Resources needed to store and forward a transaction may not be available. The system detects this
and similar problems and automatically performs an initial state (if required) to create a new
snapshot at a feasible time.
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Certain kinds of damage can occur but the replication system won't be aware of the problem but the system
users will be. For example, data may be accidentally deleted from a target table. Since the Open Systems
Even Replicator only monitors changes on the source database, but not on the target database, it will not be
aware of this damage. However, the system users can simply request a new initial state, and the target
system will once again be synchronized with a true picture of the current data.
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Open Systems Event Replicator Architecture - Replicating to a Relational Database

This diagram illustrates the Open Systems Event Replicator architecture.

Windows

Event Replicator Desigher

Event Replicator
Administrator

Designer Data Adabas 50L
Linux, Windows, HPUX, AlX, Solaris fittion sy Gal e

Adabas v6.1 for Open
Systems
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Event Replicator Server
Message

Queue I Controller
Event Producer

Event
Consumer

SOL Gateway
Target Adaptor

In the diagram, the Event Replicator components are spread across three different servers, the recommended
configuration. You can also install all components on a single Windows server (because the Replication
Administrator must reside on Windows), or on two servers (the Replication Administrator must reside on Windows,
the other components can reside on Windows, Linux or Unix servers).

The Open Systems Event Replicator consists of the following components:

1. Adabas v6.1 (or above) for Open Systems

The Event Replicator real-time change data capture capability is only available in Adabas 6.1 and above for
Open Systems and requires a special Adabas replication license. Contact Software AG for more information
about obtaining the Open Systems Event Replicator license.

2. Replication Administrator

The Event Replicator graphical user interface is written in C#NET and can only run in a Windows
environment. Using the Replication Administrator, you can define new replications in less than a minute.

3. Event Producer (EP)

The Event Producer is a DLL (shared library) that is loaded by the Adabas nucleus. Every time a change is
made to an Adabas database, the EP is notified of the change in real time. Transactions are grouped together
and placed on the Message Queue, to be picked up by the Event Consumer.
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Message Queue (CNXMQ)

The CONNX Message Queue stores messages so the system can recover if communication is lost between
components. If the Event Consumer or Controller components shut down for any reason (such as power
outages or system reboots), the Message Queue ensures full recoverability when the components are
brought back online again. Until the components are available, the EP persistently stores Adabas
transactions that affect data content in the message queue for future retrieval.

Controller

The Controller manages starting and stopping the Event Consumer. It also distributes the replication plan
deployed by the Replication Administrator to the EP and the Event Consumer.

Event Consumer (EC)

The Event Consumer is the heart of event replication. The EC reads the transactions placed on the Message
Queue by the EP, and using the appropriate ConnecX SQL Engine Adaptor, recreates the transaction on the
target database.

ConnecX SQL Engine

The EC uses the ConnecX SQL Engine to perform "initial states." An "initial state" moves all the data
from a source Adabas file to a target table for the first time. Initial states may also be automatically initiated
by the Event Replicator if an unrecoverable error occurs such as the Adabas database shutting down
improperly.

Designer Data Dictionary

The ConnecX SQL Engine Event Replication Designer requires a data dictionary containing the Adabas
files' SQL based definitions.

ConnecX SQL Engine Target Adaptor

In addition to the ConnecX SQL Engine , the Event Replicator requires adaptors for the target databases.
The ConnecX SQL Engine has target adaptors for Oracle, SQL Server, DB2, Sybase, and Informix.
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Open Systems Event Replicator Architecture - Replicating Adabas to Adabas

This diagram illustrates the Open Systems Event Replicator architecture when doing Adabas to Adabas replication..

Open Systems Event Replicator

Replication

Administration

CDD for S50L & Replication

Event " - olle \
Producer i QL Eng
CONNX // 0

Adabas Data pdabas Data
Server

Adabas

-
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Adabas Adaba haS!
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(ADABCK) ADAB

Adabas
Replication
Server

This diagram shows the Open Systems Event Replicator in an Adabas to Adabas replication environment.

In this environment, the data is replicated directly from the source Adabas nucleus to the target Adabas nucleus.
The following components are required:

1. Adabas v6.3.1 (or above) for Open Systems

Adabas to Adabas replication requires Adabas version 6.3.1 and above. An A2A license is required for
both the nucleus as well as the Open Systems Event Replicator to use this feature. Once replications are
deployed and the initial state process has completed, data is replicated from the source nucleus directly to
the target nucleus. The replication server is integrated into the nucleus and is only shown separately in the
above diagram for illustrative purposes.

2. Entire Net-work

The Adabas to Adabas Event Replicator uses standard Adabas calls to transfer data between the source and
target nucleii, so if the target database is on a physically different machine, Entire Net-work is required.

3. Replication Administrator
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The Event Replicator graphical user interface is written in CENET and can only run in a Windows
environment. Using the Replication Administrator, you can define new replications in less than a minute.

3. Event Producer (EP)

The Event Producer is a DLL (shared library) that is loaded by the Adabas nucleus. This is the component
that communicates with the nucleus to tell it which files to replicate as well as to get status on current
replications. Status information is sent to the Replication Administrator where it is displayed.

4. Message Queue (CNXMQ)

The CONNX Message Queue stores messages so the system can recover if communication is lost between
components. If the Event Consumer or Controller components shut down for any reason (such as power
outages or system reboots), the Message Queue ensures full recoverability when the components are
brought back online again. In an Adabas to Adabas configuration, this component is used for passing
communication messages between the EP, the controller and the Replication Administrator.

5. Controller

The Controller manages communicating deploy requests as well as status between the EP and the
Replication Administrator. It also handles calling the Adabas Utility ADABCK to perform the initial state
process..

6. CONNX SQL Engine

The Controller uses the CONNX SQL Engine to perform "initial states." An "initial state" moves all the
data from a source Adabas file to a target table for the first time. The CONNX SQL Engine uses the
Adabas utility ADABCK to extract the data from the source database as well as to load it in the target
database. Data is extracted from the source database by ADABCK where it is passed to the CONNX Data
Server running on that system. The Data Server then passes the data via TCP/IP to the CONNX SQL
Engine which in turn sends it via another TCP/IP connection to a second CONNX Data Server running on
the target system. From there the data is passed to ADABCK where it is loaded into the target database.
When replicating from Adabas to Adabas, the CONNX SQL Engine is not used to convert the data to SQL
as it is when replicating from Adabas to a Relational database. Instead, the data is transferred directly
between the source Adabas nucleus and the target Adabas nucleus in the native format.

7. Designer Data Dictionary

The Event Replication Designer requires a data dictionary containing the Adabas nucleus' connection
information.

Note: When doing Adabas to Adabas replication, an Adabas to Adabas license must be present for the Adabas
nucleus as well as an Adabas to Adabas license for the Open Systems Event Replicator. For further information on
how to install and configure Adabas for Adabas to Adabas replication please refer tot he appropriate Adabas
documentation.
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Replication Overviews

Replication Overview from the "front end" perspective

To replicate data using the Open Systems Event Replicator:

1.

4.

6.

Verify that you already have a CONNX Data Dictionary (CDD) containing the Adabas file
definitions for the source files.

Add a link to the desired target database to the data dictionary.
Start the Event Replicator Administrator and select the CDD.

The first time you open the CDD you will be prompted to enter the location of the replication
server components (EC), and specify any port overrides for communicating to the message queue.

Select the source tables to replicate, and the target database.

e The Event Replicator assumes a one-for-one column mapping between the source and the
target tables. Use the Event Replication Administrator to change the source column to
target column mapping.

e  You can map SQL expressions to target columns. This provides a powerful
transformation capability.

Add replication filters by using built-in features of the ConnecX SQL Engine. Using the Data
Dictionary manager, a SQL based filter can be applied to any table in the "SQL View Clause"
field.

Press Deploy, and real-time event replication begins.

Replication Overview from the "back end" perspective

10

When you deploy a replication:

1.

The Replication Administrator uses the "front end" information to create a new replication CDD
and sends it to the Controller.

The Controller quiesces any active Event Consumers (EC).
The Controller deploys the new replication CDD in the proper location.

After reading the instructions from the new replication CDD, new event filters are sent to the
Event Producer (EP) through the Message Queue (MQ). The EP captures only events for the
replicated tables, and ignores all other events.

The Controller starts up one or more EC engines depending on the work to be done. An EC is
started for every source DBID/target database combination in the new replication CDD.

The Controller determines whether an "initial state" is required based on persistent state
information stored in a memory mapped file. If an initial state is required, the Controller instructs
the EC to start the initial state processing.

Initial states are performed by reading the source data using the ConnecX SQL Engine, and
inserting it into the target database using a standard INSERT/SELECT SQL statement. During
initial state processing, changes to the source Adabas file are kept in the Message Queue for future
playback after initial state processing is complete.

After any initial state processing, the EP captures changes to the selected tables and places them
on the MQ. The EC reads the MQ and uses the ConnecX SQL Engine Target Adaptor to place
changes in the target database. This continues in real time until replication is stopped.
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System Requirements

Windows

Required System

Recommended System

Operating System

Windows Server 2012/Windows 10 or higher

Windows Server 2012/Windows 10 or higher

Server

20 GB Free Space 100 GB Free Space

Dual core CPU Quad core processor or higher
8 GB RAM 16 GB RAM or higher

Standard hard disk drive controller

Raid controller or mirrored drive controller

100 MB/sec network card or WAN connection

1 GB network card or LAN connection

Software

CONNX SQL Engine

Adabas 6.1.4 or higher with Relational target, Adabas
6.3 SP1 or higher with Adabas to Adabas replication

CONNX SQL Engine

Adabas 6.1.4 or higher with Relational target, Adabas
6.3 SP1 or higher with Adabas to Adabas replication

* The operating system requirements listed below are for the Open Systems Even Replicator. Adabas 6.3 SP1 may
have requirements for version numbers higher than those listed below. Please see the Adabas documentation for

information about Adabas system requirements.

Linux

Required System

Operating System

Linux kernel 2.6.18 and above on both Intel and
zLinux platforms (examples include RHEL 5 and
above or openSUSE 10.2 and above)

Solaris

Required System

Operating System

Oracle Solaris 9 or higher

HPUX

Required System

Operating System

11
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HP-UX 11.0 and above

AIX

Required System

Operating System

IBM AIX Version 6.1 and above

12
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Prerequisites

Before you install the Open Systems Event Replicator:

o Upgrade to Adabas version 6.3 SP1 or later for Adabas to Adabas replication or 6.1.4 or later for Adabas to
Relational replication.

e Ifreplicating to a JMS target, version 1.7 or higher of the Java JRE must be installed on the machine where
the CONNX JMS Server is installed.

o Install the server portion of CONNX SQL Engine on the Event Replicator source server.

o Install the client portion of CONNX SQL Engine on all Event Replication Controller and Event Replication
Administrator servers.

e Create a single CONNX Data Dictionary username and password for all databases.
e Give all Event Replicator users administrator-level privileges for the target data bases.
e Importing prerequisites:
= Import all the source and target databases into a single CONNX Data Dictionary (CDD).

0 For SQL Server, Oracle, Sybase or Informix target databases on UNIX, use OLEDB to
import the target database into the CDD.

=  For Oracle target databases on UNIX, the system running the Event Replicator Controller must
have the same entries in tnsnames.ora as the system used to import the Oracle database into the
CDD.
e License prerequisites:
= A CONNX license file for each database.

= A CONNX Adabas to Relational license as well as a Software AG ADAREX license for doing
replication with a relational database as the target

= A CONNX Adabas to Adabas license as well as a Software AG ADAREX and A2A license for
doing Adabas to Adabas replication.

13
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Installing the Event Replicator on a Windows Environment

1. The Open Source Event Replicator is installed as part of the main CONNX installation package. On the
Database Module screen, select Open Systems Event Replicator

CONMX 14.6 - InstallShield Wizard >

D atabas

[ ADABAS
(W DEMS DS Ah (W Irformiy

m ROE

CORk b dministrator Components

* Required for Admin [nstal

InstallShield < Back H Meut » Cancel

2. The Select Features window appears. You can select the Event Replicator components you wish to install.

Note: The Event Producer must be installed on the same server as Adabas; the other components can be
installed on different systems.

Note: The Event Replicator Administrator (Admin) must be installed on a Windows environment even if
the Event Producer or the Controller/Event Consumer are installed on UNIX environment.

14
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CONMX 14.6 - InstallShield Wizard *

Select Features

the feat, p will install

-] COMM Administiatar
-] COMM Help and 5 amples
OMMx JOBC Server
OMM Enterprize Server
Adabas SOL Gateway Embedded SOL Setup

f-[_JUMI¥ Server Setup
- [] ADABAS Mainframe Server Setup
- [JCOMMxStore Database S erver

Open Sygtems Event Replicatar

LM Ingtall
required

InstallShield < Back I \ Meut » Cancel

After the installation process completes, restart your machine if asked to do so.

Click the Start button, point to Settings, and point to Control Panel. Select Administrative Tools and
then Services. The CONNX Messaging Queue and CONNX Replication Controller services should be in
the Local Services list and their Server Status should be Started.

Csevices =101

File Action View Help

M EEREEN I T

*; Services (Local) L}, Services (Local)
CONNX Messaging Queue Mame = | Description | status | Startup Ty«
{2 CONNY, Enterprise Server 5...  CONMYX server for connecti... Started  Automatic
Stop the Service: 5 CONNY JDBC Server Service  COMMYX server for connecti... Started  Automatic
Restart the service . ™ Ope ms Event Repli.., Started  Automatic

4 CONNY Replication Controller  Open Systems EventRepli... Started  Automatic

Description: ! £, CONN¥Store Database Server CONNXStore Datzbase Ser... Started  Automatic
Open Systems Event Replicator Message o Cryptographic Services Provides four management... Started  Automatic

ueue Service 5
Q ;DCOM Server Process Laun... Provides launch functionali... Started  Automatic

,.e Desktop Window Manager ... Provides Desktop Window ... Started  Automatic

,.< DHCP Client Registers and updates IP ...  Started  Automatic

,.e Diagnostic Policy Service The Diagnostic Policy Servi... Started  Automatic

,.< Diagnostic Service Host The Diagnostic Service Hos... Manual

q' I Fiizanme s Suetam Hoct Tha MNizAnnctcr Suctam Hoe Ttartad Mzara |:||_ILI

Extended 4 Standard /

15
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5. Ifthe Event Producer or the Controller/Event Consumer are on UNIX environments, install those
components.

6. If the event producer and controller were installed on different machines, start the message queue on both
machines (Windows or UNIX) before deploying a replication. Note: If there is a firewall between the
machines, make sure the message queue port (default is 9200) is open.

7.  You are now ready to enable the Event Replicator.

16
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Installing Linux/UNIX Event Replicator Components on the Replicator Administrator

In order for the Event Replicator to run on a Linux/UNIX system, install components on both the Windows Event
Replicator Administrator system and the UNIX system.

Note: Before installing the Event Replicator on Linux/UNIX, install the Event Replicator Administrator on a
Windows machine and the CONNX Adabas SQL Gateway client component on the Linux/UNIX machine.

On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click
UNIX Installer. The Open Systems Event Replication for UNIX Setup window appears.

Open Systems Event Replicator E |

Files

Unix Installation for Event Replicator

Enter the platform type, transfer method and login credentials.

Select platform and transfer method
Platform & FTP Installation

j . Secure FTP (sftp) Installation

. Secure Copy (2cp) Installation

i Manual Copy Installation

Login Information

Server

Password

Username I

Path {optional)

Inztall Done

If the target system has an FTP, SFTP or SCP server enabled, skip to step 4.

If the target system does not have an FTP server enabled, select the Manual Copy Installation option and
click the Begin Client Installation button. This option will create the necessary install files in the
REPLICATIONANSTALL\UNIXATEMPINST subdirectory of the CONNX installation directory. Move
these files via an alternate copy method to the Unix server and then proceed to the section Installing the
Event Repicator on a Unix Environment.

Select an operating system from the Platform list box and the desired transfer method (FTP, SFTP or
SCP).

In the Login area, enter the TCP/IP host name or address for your system platform in Server, the user
account name in Username, and the account password in Password. Enter the installation directory in
Path.

17
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Note: Specifying a Path is optional. If you do not specify a path, the files will be transferred to the default
home directory for the user specified in Username.

Open Systems Event Replicator E |

Files

Unix Installation for Event Replicator

Enter the platform type, transfer method and login credentials.

Select platform and transfer method
Platform % FTP Installation

Linux (Intel) 64-bit j i Secure FTP (sfip) Installation

. Secure Copy (2cp) Installation

. Manual Copy Installation

Login Information

Server Ifed oratest
Username Icu:rnnxuser
PES—SWDFd HdmEEEEEE

Path (optional) I.l'h omelconnxuser

In=tall Done

6. Click Install. The following message appears after a successful install:

Open Systems Event Replicator E |

i, Files copied to fedoratest successfully,
f.-' Please log onto fedoratest and run
= the shell script installreplication.

Consult your installation guide for details,

18
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Installing the Event Replicator on a Linux/UNIX Environment

In order for the Event Replicator to run on a Linux/UNIX system:
* install the Event Replicator Administrator on a Windows machine.
= install the CONNX SQL Engine client component on the Linux/UNIX machine.

= install the Event Replicator components on both the Windows Event Replicator Administrator system and
the Linux/UNIX system.

We strongly recommend using the same account to install both Adabas and the Event Replicator.

1. On the Windows Event Replicator Administrator system, run the Unix Installer from the CONNX Open
Source Event Replicator Start menu.

2. Open a session in the Linux/UNIX installation directory on the Linux/UNIX Event Replication machine.
Run the install script ./installreplication.
4. Enter an install option:
e Ifthis is the Adabas source database server, install the Event Producer.
e If this is the Event Consumer and the Controller server, install the Event Replication Server.
e  Option 1 will install both the Event Replication Server and the Event Producer,
e  Option 2 will only install the Event Replication Server, and

e  Option 3 will only install the Event Producer.

Note: The Event Replication Server contains the Event Consumer and the Controller.

[c+] Telnet solaris9

sexportshomescnxuser?> ./installreplication

Installing for Solaris 64.

1} Install Event Replication Server and Event Producer
2> Install Event Replication Server Only
3> Install Event Producer Only

Pleaze choosze an install option [112:1317 _

5. Press Enter. You will be prompted for an installation directory.

19
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6.

[+ Telnet solaris9

sexportshomescnxuser> .- installreplication
Installing for Solaris 64.

1> Install Event Replication Server and Event Producer
2» Install Event Replication Server Only
3> Install Event Producer Only

Please choose an install option [1121317 1

(At the prompt, hit enter to accept the default or enter a new
path. A connx directory must exist at the location specified>
Please choose the hase install directory...

[ export-homescnxuserl: _

Select the same install directory as the one containing the ConnecX SQL Engine installation. Press Enter.
The install script will install the selected components and start the servers.
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Uncompressing install media ...

Checking: <(replicator-> ...
Checking: (replicatorscommon~> ...
Checking: <(replicator/commonscnxmg? ...
Checking: (replicator/consumer-> ...
Checking: <(replicators/consumer/cnxcontroll ...
Checking: (replicator/consumer/cnxrepl ...
(replicatorsproducer~> ...
(preplicator-producer/libcnxepada_b4.s0) ...
(replicatorsproducer/cnxepcfg 64> ...
(preplicator-log-s> ...
(replicatorsobjedit) ...
REPLICATOR Server not running
CNXMQ Server not running
» replicator, B bytez, @ tape blocks
» replicatorscommon, B hytes, @ tape bhlocks
»x replicator/commonscnxmyg,. 1738216 bytes, 3395 tape bhlocks
» replicatorsconsumer,. @ hytes, B tape bhlocks
» replicator/consumerscnxcontrol, 4BA3128 bytes, 7817 tape hlocks
» replicator/consumerscnxrep,. 2332388 bytes,. 4569 tape blocks
» replicator/producer, B bhytes, B tape blocks
» replicator/producer-libcnxepada_64.s0,. 1898768 bhytes, 2131 tape hlocks
x replicator/producerscnxepcfg_b4, 2439928 hytes, 4766 tape hlocks
x replicator-/log. B hytes,. B tape blocks
» replicatorsohjedit, 5788 hytes, 12 tape blocks
replicatorsobhjedit: Done.
replicator/ohjedit: Done.
replicatorsobhjedit: Done.

Packages uncompressed.

Updating the registry
Registry file is: sexportshomescnmxusersbuildverifysconnxsconnxreg.dhb
Log files archived to: replicator-log_archive.tar

CNZMQ Server is not running.
CHAMQ Server started successfully:
——>» 25826 . /replicators/commonscnxmg 7200 sexport-homescnxusersconnx

REPLICATOR Server iz not running.
REPLICATOR Server started successfully:
——>» 25842 _rsreplicatorsconsumerscnxcontrol 7285 sexportshomescnxusersconnx

o o3-S0 Jof oo oS0 oo - JoE oo o3 - o —ef - Tof oo oo~ Jof oo oo - Jof e - Jof oo e

CONME Event Replicator For UNIZ Installation Complete.
CaTaXaZaTatalalatakakstakakotatakstatakakotokatotokadotaiatataiatatoiakatotatatatstatatatataistatatatatatatad

IMPORTANT =
—» Define CONMXREGISTRY in vour environment ——
Example: export COMNXREGISTRY=rexport-home-cnxusersbuildverify/connx sconnxe
eq.dh
—=» Bource <{export) the cnxep.env into the environment under the account runnin

the ADABAS Hucleus
Example: . sexportshomescnxusersconnxsreplicatorscnxep.enu

sexport-home cnxuser’>

7. After the installation completes:
e Define CONNX EP DATA PATH in your UNIX environment.
CONNX EP DATA_ PATH is the location of the Event Producer log file.
=  CONNX EP DATA PATH can be in the same directory as ConnecX SQL Engine.

=  The account used to run Adabas must have read/write access to
CONNX EP DATA PATH

= Define CONNXREGISTRY in your UNIX environment.
=  Define ADAREX in your UNIX environment.

=  Using the account running the ADABAS Nucleus, source (export) cnxep.env into the environment
(for example, /export/home/cnxuser/connx/replicator/cnxep.env).

21



Adabas Open Systems Event Replicator

= Ifnecessary, start the message queue and start the replication controller.

8. Ifyou are replicating to a SQL Server, Sybase, Oracle, DB2 or Informix target database, follow the special
configuration instructions found in Connecting to SQL Server, Sybase, Oracle, DB2 and Informix from
UNIX in CONNX Configuration Settings - non-Windows in the CONNX User Guide.

Warning: If your UNIX target database is not correctly configured on both the ConnecX SQL Engine
administrative machine and the Open Systems Event Replicator Administrator machine, you will not be
able to use the Open Systems Event Replicator to replicate to those target tables.

Note: Note: If there is a firewall between the machines involved in replication, make sure the message
queue port (default is 9200) is open. This includes the Windows machine where the Replication

Administrator is located..

You are now ready to enable the Event Replicator.

Note: If Adabas is upgraded after the Open Systems Event Replicator has been installed, both the
Adabas SQL Gateway and the Open Systems Event Replicator MUST be re-installed.
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Installing the Event Replicator on a Docker Environment

CONNX Event Replicator Installation Procedure - Docker

CONNX provides Docker scripts that facilitate the creation of Docker images for the CONNX components
on the Linux operating system.

Docker scripts are provided for the Replicator Event Producer and the Replicator Event Server.

Note: When using the Event Replicator in a Docker environment, the Replication Administrator must have
the configuration setting DNS_TO_DOT set to a value of 1. To set this value, open the CONNX
Configuration Manager on the Windows machine where the Replication Administrator is running. Select
the key CONNX\Replication and a Key Value of DNS_TO_DOT. Set the Value Data to 1 and click Save.

us. CONMX Configuration Manager =]
_ DD Setkings  InfoMaut  User DSMs  Syskem DSkMs  JDBC

Currert Key

|c0NN:-:1Rep|icati-:.n j

Hey Values Yalue Marme

DEBUG_LEVEL - |DNS_TO_DOT

EP_GQUELIE_HOST Yalue Data

IMSTALLPATH |1 |

LASTOPEMEDCDD

MG _COMFIG_DIR

Mi_PORT ;I Save | Delete Cancel

The docker containers used for replication will use the User ID and Group name sagadmin. This User ID
and Group is also used by the Adabas container. Before starting the installation into a docker
environment, please create a sagadmin user and group with the ID number 1724.

i.e. groupadd -g 1724 sagadmin && useradd -r -u 1724 sagadmin -g sagadmin

When installing the Event Server, the Linux CONNX Client must also be present in the directory where
the replication components are installed. To install the CONNX Client, please download the Linux Intel
Client from Empower.

After downloading the Linux Client, run the Windows based installer, fill in the Server name, user
credentials and the optional path. Select the Docker check box and press install to transfer to client
component files to the Linux system. Note, a separate readme file and Dockerfile will be transferred.
These files will not be used during the creation of the Event Server docker container. The location the
client components are transferred to must be the same as the location specified below for the replication
components.
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1. Download the CONNX installation package from the Empower web site to your
computer.

2. Follow the instructions in the section titled "Installing the Event Replicator on a
Windows Environment" in this document.

3. After installing the Event Replicator on the Windows system, select Unix Installer from
the Open Systems Event Replicator menu from the Start menu.

InstantdbSync for UNIX Setup E3 |

Filez

Unix Installation for InstantdbSync ',;""n

Enter the platform twpe, tranzfer method and login credentials. %

B

Select platfarm and transfer methad
Plattarm = FTP Installation

Linu {Intel) B4-bit j ™ Docker . Secure FTP (sftp) Inztallation

[ Secure Copy (zop) Installation

. Manual Copy Installation

Login Information

Server I

Username ||

Pazzward I

Path {optional) I

Install | Done |

4. If the target system has an FTP, SFTP or SCP server enabled, skip to step 6.

5. If the target system does not have an FTP, SFTP or SCP server enabled, check the
Docker checkbox and select the Manual Copy Installation option and click the Install
button. This option will create the necessary install files in the
Replication\INSTALL\UNIX\TEMPINST subdirectory of the CONNX installation
directory. Move these files via an alternate copy method to the Unix server and then
proceed to step 12 below.

6. Select the Docker checkbox.

7. Select the desired transfer method (FTP, SFTP or SCP)

8. In the Server text box, enter the TCP/IP host name or address for your system
platform.

9. In the User ID text box, enter a privileged user account name.
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15.

16.

17.

18.

Chapter 2 - Event Replicator Installation

In the Password text box, enter a user account password. (The password appears as
Note: Server, User ID and Password are required fields.

By default, the replication files are sent to your home directory. If you wish to send them
to another location, enter the name of the alternate directory in the Path text box. If the
specified directory does not exist, it will be created.

Click the Install button. This action starts an FTP, SFTP or SCP session and copies the
selected components to the target server. The progress of the copy will be displayed in
the status pane on the installer..

An ftp window appears saying the files were successfully copied to the system.

If the replication files are not installed, an error box appears. Select Files from the menu.
The sub menu has options to view the FTP log as well as the FTP script. The FTP logs
have a timestamp appended to the name. Select the appropriate log file and check for
errors. If the resolution to the problem requires a call to technical support, please provide
the log file as well as the script file to the support representative.

Note: If the files fail to copy via the Client Installation's FTP, SFTP or SCP session,
please use the Manual Copy Installation as outlined in step 5 above.

Once the files are copied, a dialog box appears asking you to log on to your system and
follow the instructions in the readme.docker files for either the event producer, the event
server or both.

To build the Docker image, start a terminal emulator on the Linux server and type the
appropriate user name and password.

Navigate to the directory you specified in the windows file transfer GUI. This directory
will contain several files, including two template Docker files.

Dockerfile.eventproducer is the template for building a Docker image for Adabas with
LUW replication enabled.

Dockerfile.eventserver is the template for building a Docker image that contains the
LUW replication event server and message queue components.

Note: If you are going to build the eventserver container, the Linux client components
should also be in this location. There will be a readme and a Dockerfile for the client
present but they will not be used in this process. The files clientlnx.tar.z, clientsb.tar.z
and installclient should be present.

Build a docker image for the replication event producer. To accomplish this, an Adabas
image must first be built and then extended to include the replication event producer

### Building the Adabas image
To build the Adabas Docker image, start a terminal emulator on the Linux server and

type

the appropriate user name and password.

Navigate to the Adabas directory for Docker at /opt/softwareag/Adabas/docker/Adabas. This
directory will contain several files, including the Docker script file.

To build a docker image for Adabas, use the following command:
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19.

“*docker build --build-arg sag_user_id=1234 --build-arg group_id=1234 --tag <Name of your
image>:<Tag of your image> . -f./Dockerfile™™

Example:

““docker build --build-arg sag_user_id=1234 --build-arg group_id=1234 --tag
adabasreplication:6.7 . -f./Dockerfile™™

The final output should read: Successfully tagged adabasreplication:6.7.
### Extending the Adabas image
The Adabas image must be built first before it can be extended to work with replication.

Once the Adabas image is properly built and configured, navigate to the directory you specified in
the windows file transfer GUI for the CONNX Event Replicator. This directory will contain several
files, including the Docker script file as well as this readme file.

To extend upon the docker image for Adabas to include the CONNX Event Replicator, use the
following command:

“““docker build --build-arg IMAGE_NAME=<Name of your image from the previous step>:<Tag
of your image from the previous step> --tag <Name of your image from the previous step>:<Tag
of your image from the previous step> . -f./Dockerfile.eventproducer ™"

Please note that the value of the build argument "IMAGE_NAME" must match the image name
and tag name of the image buiilt in the previous step.

Example:

“*docker build --build-arg IMAGE_NAME=adabasreplication:6.7 --tag adabasreplication:6.7 . -
f./Dockerfile.eventproducer™™"

The final output should read: Successfully tagged adabasreplication:6.7.

The next step is to build a docker image for the Event Server and Message Queue.

### Building the Event Server image

To build the CONNX Event Server Docker image, start a terminal emulator on the Linux server
and type

the appropriate user name and password.

Navigate to the directory you specified in the windows file transfer GUI. This directory

will contain several files, including the Docker script file.

To build a docker image for the CONNX Event Server, use the following command:
““docker build --tag <Name of your image> . -f./Dockerfile.eventserver ™

Example:
““docker build --tag eventserverimage . -f./Dockerfile.eventserver™"

The final output should read: Successfully tagged eventserverimage:latest.

Note: In order to build the Event Server image, the Linux CONNX client files must be present.
Please see the top of this page for more information.
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20. Run the images
### Running the Adabas image with event producer enabled

To run the CONNX Adabas Replication Docker image, use the following command:

“‘docker run -d -e "ACCEPT_EULA=Y" -e "CONNX_EP_QUEUE_HOST=<IP address of the
event server host machine>" -e "ADA_DB_CREATION=demodb" -e ADADBID=<Database ID
of your choice> --name <Name of your container> -v <Adabas license
location>:/opt/softwareag/common/conf:z -v <Producer data files
location>:/opt/softwareag/connx/replicator/producer/data:z -v <Log
location>:/opt/softwareag/connx/replicator/log:z -p <External port>:60001 <Name of your
image>:<Name of your tag>""

For the <Producer data files location> and <Log location> directories, it is recommended to create
a single "replicator" directory on the host machine. Under this "replicator" directory, create a
"producer" and "log" directory. Under the "producer" directory, create a "data" directory. Please
ensure that the "producer/data” and "log" directories have an owner and group of sagadmin with
an id of 1724.

The <External port> should be the port number for connecting to the Adabas database via
TCP/IP.

Please note that the above command will create a demo database. If you already have a
database configured within your image, omit the "ADA_DB_CREATION" and "ADADBID"
environment variables.

Example:

““docker run -d -e "ACCEPT_EULA=Y" -e "CONNX_EP_QUEUE_HOST=127.0.0.1" -e
"ADA_DB_CREATION=demodb" -e ADADBID=1 --name adabasreplicationcontainer -v
/home/cnxuser/adabaslicenses:/opt/softwareag/common/conf.z -v
/home/cnxuser/replicator/producer/data:/opt/softwareag/connx/replicator/producer/data:z -v
/home/cnxuser/replicator/log:/opt/softwareag/connx/replicator/log:z -p 20005:60001
adabasreplication:6.7"""

Note: Specifying the environment variable ACCEPT_EULA and setting it to "Y' acknowledges that
you have read and accepted the Software AG End User License Agreement. The software will
not run if this value is not set.

### Running the CONNX Event Server image
To run the CONNX Event Server Docker image, use the following command:

““docker run -d -e "ACCEPT_EULA=Y" --name <Name of your container> -v <Config file
location>:/config:z -v <Common data files
location>:/opt/softwareag/connx/replicator/common/data:z -v <Consumer data files
location>:/opt/softwareag/connx/replicator/consumer/data:z -v <Log
location>:/opt/softwareag/connx/replicator/log:z -p <External port for the message
queue>:9200 -p <External port for the controller>:9205 <Name of your image>:<Tag of your
image>"""

For the <Config file location>, <Common data files location>, <Consumer data files location>, and
<Log location> directories, it is recommended to create a single "replicator" directory on the host
machine. Under this "replicator" directory, create a "config", "common", "consumer", and "log"
directory. Under both of the "common" and "consumer" directories, create a "data" directory.

Please ensure that each of the "config", "common/data", "consumer/data", and "log" directories
have an owner and group of sagadmin with an id of 1724.

Example:
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““*docker run -d -e "ACCEPT_EULA=Y" --name eventservercontainer -v
/home/cnxuser/replicator/config:/config:z -v
/home/cnxuser/replicator/common/data:/opt/softwareag/connx/replicator/common/data:z -v
/home/cnxuser/replicator/consumer/data:/opt/softwareag/connx/replicator/consumer/data:z -v
/home/cnxuser/replicator/log:/opt/softwareag/connx/replicator/log:z -p 9200:9200 -p 9205:9205
eventserverimage:latest™™

Note: Specifying the environment variable ACCEPT_EULA and setting it to "Y' acknowledges that
you have read and accepted the Software AG End User License Agreement. The software will
not run if this value is not set.

Verifying the Build:
Please refer to the following docker command reference to manage and verify the image and container.
Show the available docker images:
docker images
Start the docker image - for example:
Event Server:

docker run -d -e "ACCEPT_EULA=Y" --name eventservercontainer -v
/home/cnxuser/replicator/config:/config:z -v
/home/cnxuser/replicator/common/data:/opt/softwareag/connx/replicator/common/data:z -v
/home/cnxuser/replicator/consumer/data:/opt/softwareag/connx/replicator/consumer/data:z -p
9300:9200 -p 9305:9205 eventserverimage:latest

Adabas with Event Producer:

docker run -d -e "ACCEPT_EULA=Y" -e "CONNX_EP_QUEUE_HOST=127.0.0.1" -e

"ADA DB_CREATION=demodb" -e ADADBID=1 --name adabasreplicationcontainer -v
/home/cnxuser/adabaslicenses:/opt/softwareag/common/conf:z -v
/home/cnxuser/replicator/producer/data:/opt/softwareag/connx/replicator/producer/data:z -p
20005:60001 adabasreplication:6.7

Show the log:

docker logs <container name>
Show the containers:

docker ps -a
Stop the container:

docker stop <container name>
Delete the container:

docker rm <container name>
Remove the image:

docker image rm <image name>

Note: If the replication target is SQL Server, the connection to the target database in the CDD must use
the Enterprise Server Service. Please see Chapter 4 "Creating a CDD for Event Replication using the
ConnX SQL Engine" for more information.
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Instalation considerations in an Adabas to Adabas environment

In order to use the new Adabas to Adabas replication feature, the following requirements must be met:

1. Both the source and target Adabas nucleus must be version 6.3.1 or above.

2. The source and target systems must be the same platform. (i.e. both systems must be Solaris,
etc.)

3. An Adabas to Adabas license must be installed for the source and target nucleus as well as the
Open Systems Event Replicator

4. A CDD is required and it must contain connections for at least two Adabas 6.3.1 databases. Itis
not necessary to import files, but the connections must be defined. If two 6.3.1 connections are
not present in the CDD, Adabas to Adabas replication will not be available in the Replication
Administrator.

5. Before doing Adabas the Adabas replication, the source database must be prepared for
replication.

1. ADADBM has a new parameter called REPLICATION FILES that prepares the
source nucleus for replication

2. Syntax is ADADBM DBID=xx REPLICATION_ FILES=(filel, file2, file3, file4)
where xx is the database ID of the source and filel - file4 are the file numbers
reserved for replication. An example is:
ADADBM DBID=1 REPLICATION_ FILES=(15,16,17,18)

6. ADADBM can also be called with the REMOVE REPLICATION parameter to remove
the replication files. After making this call, the nucleus will no longer be able to replicate
files until ADADBM is called again with REPLICATION FILES.

7. The environment variable ADABINPATH must be set in the environment(s) where the
Replication Server (controller) is running as well as where the CONNX SQL Gateway
Server's listener is running. On Unix systems, this environment can be exported in the
start up scripts. The startup scripts are in the connx directory and are named eventserver
and connxserver respectively. On Windows, this needs to be set in the Environment
Settings section of the Computer properties.

Note: In Windows, the installer will set ADABINPATH automatically.

Note2: In Unix/Linux the CONNX SQL Gateway Server (data server) must be running in
a user account that has permission to execute the binaries in the ADABIN location. It is
recommended that both the data server as well as the Event Server (controller) be run
from the same user account that was used to start the Adabas nucleus.

The Open Systems Event Replicator is designed to be able to be distributed across multiple machines.
Certain components must be installed on the source and target machines, however.

Components and their locations are:

e Source Adabas server:
1. Adabas SQL Gateway client
2. Adabas SQL Gateway Adabas data server
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3. Event Producer (EP)

e Target Adabas server
1. Adabas SQL Gateway Adabas data server
e Controller (Event Server):
1. Adabas SQL Gateway client
2. Open Systems Event Replicator Controller (Event Server)
e Replication Administrator machine (must be Windows XP SP2 or above):
1. Adabas SQL Gateway with Open Systems Event Replicator selected

While the Open Systems Event Replicator is designed to be distributed across multiple machines, in an
Adabas to Adabas environment, the following configuration is most likely optimal:

e Source Adabas server:

1. Adabas SQL Gateway Client

2. Adabas SQL Gateway Adabas data server

3. Open Systems Event Replicator with both the controller and EP installed
o Target Adabas server:

1. Adabas SQL Gateway Adabas data server
e Replication Administrator machine (must be Windows XP SP2 or above)

1. Adabas SQL Gateway with Open Systems Event Replicator selected

Note: For information about installing the Adabas SQL Gateway, please see the CONNX Installation
Guide. For information installing Event Replicator, please see the previous topics in this chapter for your
specific platform.
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Installing the JMS Server

On Windows, the JMS Server is automatically installed when JMS is selected on the Database Module
screen during the Windows installation process.

COMNMY 12 SP3 - InstallShield Wizard

[ ADABAS i 0B2
|l CEMS DISAM B Informix
[l & cle 51 Wl FCE
Wl RS SOL Serve Subase |

. Enterprize Adapter . Fikd /Cobal

miniztrator Components

* Required far Admin [nstall

InstallShield < Back ] [ Mest > Cancel

For UNIX/Linux, the JMS Server must be installed by the UNIX JMS Installer. During the Windows
installation process, select JMS (see screen above). In addition to installing the JMS components to
Windows, it will also install the Unix JMS Installer.

The CONNX JMS Server must be installed on the same machine as the JMS Messaging Server.

The CONNX JMS Server uses the Open Source Apache Logging Services for logging output. This
means that the Apache log4j.jar file must be present on the machine where the CONNX JMS Server and
the JMS Messaging Server are installed. The log4j.jar file can be downloaded from the Apache web site.

UNIX/Linux Installation

After the Windows installation has completed, go to the Start|All Programs menu and select Unix Installer
from the "CONNX JMS Server" menu. This will run the Unix JMS installer which uses FTP, SFTP or SCP

to transfer the contents to the selected UNIX/Linux machine. Please consult your system administrator for
the transfer method appropriate for your environment.
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After the files have been transferred, you will be prompted to complete the installation by invoking
"installjms" on the Unix system. This Unix shell script will set up the JMS Server in a directory named
connx which will be under the base install library that is specified when running the installjms script.

'*',. COMNMNY,. Server Component Installation H= B3 |
Files

CONMNX Server Component Installation
Enter the platform type, transfer method and login credentials.

IMS

Product
JME Server for LINEX

Login Information Select transfer method
Server Ifedu:uatest

% FTP Installation

Username Criuger :
- I C Secure FTP (sftp) Installation

Password

I

r Secure Copy (scp) Installation

Path (optional) I;"eaq:unrtmnmefcrm_lser o Manual Copy Installation

Install Done

Note: If you leave the Install Location blank, the installer will copy the files to the home directory of the user
specified in the User ID field.

After the installation has completed, the CONNX JMS Server is started on Unix/Linux by running the
jmsserver shell script with the START option and on Windows by selecting "Start JMS Server" from the
Start|Programs|CONNX JMS Server menu. ("Start JMS Server" is a Windows short cut to jmsserver.bat
which is located in the \connx32\CONNXJMS folder) The first time this script is run, you will be prompted
for the classpath to the log4j.jar file as well as the location of the JMS provider you wish to connect to.
The classpath information will be validated and once the information if found to be correct, the CONNX
JMS Server will be started. You will also be prompted for the port the JMS Server will listen on. The
default is port 7600.

Changing JMS Server Configuration:

If any of the classpath information or the port number needs to be changed after the initial setup, the JMS
Server can be re-configured on Windows by selecting "Configure JMS Server" from the
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Start|Programs|CONNX JMS Server menu or by running the jmsserver shell script with the configure
option (./jmsserver configure) on UNIX/Linux.

Note for Universal Messaging Server installations:

For the Universal Messaging Server, the default location for the jms jars is
\softwareag\UniversalMessaging\lib on Windows and /opt/softwareag/UniversalMessaging/lib on
UNIX/Linux. The default location for log4j.jar is \softwareag\common\lib\ext on Windows and
/opt/softwareag/common/lib/ext on UNIX/Linux.

Note for webMethods installations:

webMethods does not use the javax.jms interface. When the configuration program prompts for the
location of javax, the location of webMethods should be specified. The default location is
/opt/softwareag/common on UNIX/Linux and c:\softwareag\common on Windows.

Note: The CONNX JMS Server requires Java JRE version 1.7 or higher.

Details about the CONNX JMS Server are covered more fully in Chapter 4, in the topic, "JMS
Queues/Topics as a Replication Target".
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Default Port Numbers and Firewall Considerations

The following is a list of Open Systems Event Replicator components and the default ports they use:

Component Name ’ Default Port
CONNX Message Queue 9200
CONNX Replication Controller 9205
cnxepcfg (or cnxepcfg_64) 9207
CONNX data server for Adabas 6500
ADABCK - Adabas to Adabas replication only. 6500

Uses the CONNX data server.

License Server 7501

If CONNX is installed in an environment where a firewall is present, these ports need to be opened.

Because the Open Systems Event Replicator is designed to work in a distributed environment, it is likely
that components will be installed on different machines. If there is a firewall in between the machines
where the different components are installed, the ports for the components need to be open in the
firewall.

The following describes each port and when it needs to be open:

Port 9200: This port is used by the CONNX Message Queue and must be open and allowed to accept
connections from all machines where an Open Systems Event Replicator component is installed. This
includes the Replication Administration machine, the EP machine, and the Event Server (controller)
machine.

Port 9205: This port is used by the controller to accept connections from the EP. If the EP ison a
different machine than the controller, port 9205 on the controller machine must be open and allowed to
accept connections from the EP machine. Note, if there are multiple EP machines in the configuration,
then port 9205 needs to be able to accept connections from each EP machine.

Port 9207: This port is used by an EP helper process and is always running on the same machine as
the EP. This port does not need to be opened in the firewall.

Port 6500: This port is used by the CONNX listener (data server). While the data server is not a
replication component, it is used by replication to access Adabas during the initial state process. The
Replication Administrator also uses the dataserver to connect to the source Adabas database. The
data server must be present on the EP machine and port 6500 must be open and allowed to accept
connections from the machine where the controller is installed. In an Adabas to Adabas environment,
the data server is responsible for moving data between the source and target instances of ADABCK
during the initial state process.

Port 7501: This port is used by the license server and must be open and allowed to accept connections
from any machine where CONNX components are installed. This includes the EP, Controller,
Replication Administrator, and any other CONNX clients running in the environment.

The diagram below illustrates a typical configuration with the Replication Administrator installed on

System 1, the source Adabas database along with the EP installed on System 2 and the Controller
along with the target database installed on System 3:
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TCP/IP Port assignments
N\

System 1

Replication
Administration

N

e \ /

\ ‘o )
Event Message

Controller Queue \J’arget database port

Event LE

Adabas
Nucleus

Producer

AdabassSQL
Gateway
5QL Engine

K System 2

In this example:
e System 1
e must open port 9200 and allow connections from System 3
e from any source port, it must be able to connect to System 2 on port 6500.

e from any source port, it must be able to connect to System 3 on port 9200 and the
target database port

e System 2
e must open port 9200 and allow connections from System 3
e must open port 6500 and allow connections from System 1 and System 3
e from any source port, it must be able to connect to System 3 on port 9205
e System3
e must open port 9200 and allow connections from System 1
e must open the target database port and allow connections from System 1
e must open port 9205 and allow connections from System 2
e from any source port, it must be able to connect to System 1 on port 9200
e from any source port, it must be able to connect to System 2 on port 6500 and 9200
e All Systems

e from any source port, they must be able to connect to the License Server (not
depicted in the above diagram) on port 7501

e License Server (not depicted in the above diagram)

System 3 /
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e must open port 7501 and accept connections from any system where CONNX
components are installed.
Note: This example depicts the target database on the same system as the Event Server (System 3). If
the target databas is on a different system, the appropriate port will need to be open on that system and
allow access from System 3 and System 1.

Note: This example depicts the Open Systems Event Replicator with a relational database as the
target. If the target database is another Adabas database, the Adabas Entire Network is required. In
addition to the ports listed above, additional ports may need to be opened in the firewall. See the
Adabas documentation for more details.

Note: In an environment where a firewall is present between the data server and any other system, the
Data Server parameter CNXCONNECTBACK should be set to 0.
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The following is a description of the Open Systems Event Replicator components:

UNIX/Linux

Compon
ent Name

Process
Name

‘ Location

Invoked by

Log File

Comments

CONNX
Message
Queue

cnxmgq

connx/replicator/co
mmon

mgserver
script in the
connx
directory

connx/replicator/log/
cnxmgq_run.log

A message
queue needs
to be running
on each
system that
contains
replication
components.

CONNX
Replicatio
n
Controller

cnxcontrol

connx/replicator/con
sumer

eventserver
script in the
connx
directory

connx/replicator/log/
CTRL.log

CONNX
Event
Consume
r (EC)

cnxrep

connx/replicator/con
sumer

Controller
(cnxcontrol)

connx/replicator/log/

EC_<source>_<targ
et>.log

Used only with
replications
that have a
relational
target. Is not
used with
Adabas to
Adabas
replication.
There will be
one cnxrep
process
running for
each source
database/targ
et database
combination.

EP
Configura
tion
Helper

cnxepcfg 64

connx/replicator/pro
ducer

the EP
(libcnxepada
_64)

connx/replicator/log/
EP_CONFIG.log

Invoked by the
first replication
enabled
nucleus to be
started and
stays up until
the last
replication
enabled
nucleus is
shut down.
This process
is a helper of
the EP and is
not the actual
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EP. The EP
communicates
with this
process via
TCP/IP on
port 9207.

CONNX [ libcnxepada_6 | connx/replicator/pro | shared connx/replicator/log/ | The EP is
Event 4.so0* ducer library EP_<dbid>.log shared library
Producer loaded into - and not a
(EP) the Adabas stand alone
nucleus process. ltis
process loaded by the
space Adabas
nucleus when
the nucleus
has been
enabled for
replication.
The EP is
responsible for
starting the
cnxepcfg_64h
elper process.

* on AIX systems, the EP has an extension of .a rather than .so

In addition to the above Replication Components, the CONNX Adabas Data Server components are also
installed on the EP machine (and possibly the Target Databas machine). The Data Server components

are:

Component | Process | Location Invoked by Log File Comments

Name Name

CONNX cnxrun connx/ | connxserver connx/cnxrun.log| The Adabas Data Server is

Listener script in the made up of a Listener and
connx Server component. cnxrun is
directory the listener component

CONNX cnxadaCO0| connx/ | cnxrun connx/cnxrun.log| A separate cnxadaCO process

Server is started for each connection

made to Adabas from a
CONNX client. The number of
running cnxadaCO0 process will
be dependant on the number
of active connections to the
database.

Windows

Compone | Process Location Invoked by Log File Comments

nt Name Name




CONNX
Message
Queue

cnxmg.exe

c:\connx32\replication\co
mmon
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Windows
Service

c:\connx32\replication
\log\

cnxmg_run.log

A message
queue
needs to be
running on
each system
that
contains
replication
components

CONNX
Replicatio
n
Controller

cnxcontrol.e
xe

c:\connx32\replication\con
sumer

Windows
Service

c:\connx32\replication
\log\

CTRL.log

CONNX
Event
Consumer
(EC)

cnxrep.exe

c:\connx32\replication\con
sumer

cnxcontrol.
exe

c:\connx32\replication
\log\
EC_<source>_<targe
t>.log

Used only
with
replications
that have a
relational
target. Is
not used
with Adabas
to Adabas
replication.
There will
be one
cnxrep
process
running for
each source
database/tar
get
database
combination

EP
Configurat
ion Helper

cnxepcfg.ex
e

c:\connx32\replication\pro
ducer

the EP

c:\connx32\replication
\log\

EP_CONFIG.log

Invoked by
the first
replication
enabled
nucleus to
be started
and stays
up until the
last
replication
enabled
nucleus is
shut down.
This
process is a
helper of the
EP and is
not the
actual EP.
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The EP
communicat
es with this
process via
TCP/IP on
port 9207.

CONNX
Event
Producer
(EP)

chxepadab
4.dll

c:\connx32\replication\pro
ducer

shared
library
loaded into
the Adabas
nucleus
process
space

c:\connx32\replication
\log\

EP_<dbid>.log

The EP is
shared
library and
not a stand
alone
process. It
is loaded by
the Adabas
nucleus
when the
nucleus has
been
enabled for
replication.
The EP is
responsible
for starting
the
chxepcfg
helper
process.

In addition to the above Replication Components, the CONNX Adabas Data Server components are also
installed on the EP machine (and possibly the Target Databas machine). The Data Server components

are:

Compone
nt Name

Process
Name

‘ Location

Invoked

Log File

Comment
s

Enterprise
Server
Service
(CONNX
Listener)

cnxremote.ex
e

c:\connx32\cnxremote\b
in

by

Windows
Service

c:\connx32\cnxremote.|
og

The
Adabas
Data
Server is
made up
ofa
Listener
and Server
component

cnxremote
is the
listener
component
on
Windows

CONNX
Server

cnxadabas.dl
|

c:\windows\system32

cnxremote
or loaded

c:\connx32\cnxremote.|
og

A separate
server
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directly into
CONNX
client
depending
on
configuratio
n

thread is
started for
each
connection
made to
Adabas
from a
CONNX
client. The
number of
threads
will be
dependant
on the
number of
active
connection
s to the
database.

41




Chapter 3 - Event Replicator Removal

Uninstalling the Event Replicator

To uninstall the Event Replicator, use the Installation Wizard.

1. On the Database Modules screen, uncheck Open Systems Event Replicator checkbox and press Next to
continue.

CONMX 14.6 - InstallShield Wizard x

N M3 [ Irformiz (I E i
(ml ROE

[ Instal Li o *
:

InstallShicld ¢ Back H Mest > Cancel
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Creating a CDD for Event Replication using the CONNX SQL Engine

Creating a CDD for Event Replication using the CONNX SQL Engine is the first step in getting data replicated.

This includes:
e  Opening the CONNX Data Dictionary (CDD) Manager
e Importing the Adabas source tables
e Importing the target database
e  Setting the correct CDD security
e Saving the CDD

Create a CDD for Event Replication using the CONNX SQL Engine if:
=  You have never used the CONNX SQL Engine before

=  You do not have an existing CDD containing the source tables and target database needed for event
replication.

After you create a CDD for Event Replication using the CONNX SQL Engine you will be ready to:
e Enable the Event Replicator

The Open Systems Event Replicator needs a CONNX Data Dictionary (CDD) to replicate. Create a new CDD if you

do not have an existing CDD that contains both the source tables to be replicated and the target database.

1. On the Start menu, click Programs, click CONNX Driver and then click CONNX Data Dictionary. The

Open window appears.
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I

Chapter 3.cdd
%] SAMPLES . COD
@ webguartztemplate. cdd

o

Deszktop

ty Documents

I

=
E s
m

2. Click Cancel. The CONNX Data Dictionary Manager window appears.

—

= CONNX - CONNX Data Dictionary Manager

Di|E| *[%]E 52

44



Chapter 4 - Using the Event Replicator - Adabas to Relational

Importing the Adabas Source Tables
1.

2.

Click Import. The Import CDD window appears.

Import CDD

EA00
<Mew Databaze Container: |_

In Import Type, select the correct Adabas Import. Type (the example shows FDT Import). Type the
Adabas Database ID for the Adabas source tables in Database ID. Type 255 in MAX ADABAS File #.
Type in the logon information.

Warning: Do not use localhost as the server name for the Adabas Source or Target tables. In certain
instances using localhost as the server name may cause you to lose all your source table records during an

initial state.

Click OK. The CONNX Import Table Selection window appears.
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CONNX Import Table Selection

ADABAS_FILE_1 ADABAS_FILE_M
ADABAS FILE_3
ADABAS_FILE_3
ADABAS FILE_12
ADABAS FILE_13

3. Add the source tables to be replicated to the target database and click OK. The ADABAS Count Selection
window for the source table appears.

ADAEBAS Count Selection

__ ltemMName | Column/Group | Max Repeat

4. If the default values are incorrect, change them. Click OK. The CONNX Data Dictionary Manager
window containing the source table information appears.
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= CONNX - CONNX Data Dictionary Manager

Di=(d &[s|E S 2

B COMME Views
= @ localhost [ADABAS)

EaDaBas_FILE_11
EADARAS_FILE_11_AIC
EaDaBas_FILE_11_AQC
ElADABAS_FILE_11_ATC
ElADABAS_FILE_11_&wC
ElADABAS_FILE_11_AZC
ElADABAS_FILE_11_FLAT

You have imported the Adabas source tables into the CDD.

Importing the Target Database

If the target database is an Adabas database, follow the Importing the Adabas Source Tables instructions
above and import the target database and its tables.

Warning: The Event Replicator cannot create Adabas target tables. Adabas target tables must be created
using Adabas, not the Event Replicator.

If your target database is on UNIX, follow the special configuration instructions found in CONNX
Configuration Settings in the CONNX User Guide.

Warning: If your UNIX target database is not correctly configured on both the ConnecX SQL Engine
administrative machine and the Open Systems Event Replicator Administrator machine, you will not be
able to use the Open Systems Event Replicator to replicate to those target tables.

For non-Adabas target databases on Windows:

1.

Click Import. The Import CDD window appears.
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2.

Import CDD

-
.
—

SCL Server |_

In Import Type, select the target database type.

Note: Different target databases will have Import CDD windows with different required information. The
example shows SQL Server.

In Select Provider Type, click OLEDBC Provider. Click Select Provider and supply the required
information. Click OK.

The CONNX Import Table Selection window appears. If there are any tables in the target database, they
will appear in Available Tables.

e Ifany of the existing tables will be used as target tables, select them and click Add. After enabling
a CDD for Event Replication, map the source columns to the target table.

e Ifnone of the existing tables will be target tables, do not select anything. You will create the new
target table in the Event Replicator.

e To avoid future table name conflicts, click Add All to import all available tables.
Click OK. The CONNX Data Dictionary Manager window appears.
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= CONNX - CONNX Data Dictionary Manager

Di=(d &[s|E S 2

B COMME Views
= @ localhost [ADABAS)

EaDaBas_FILE_11
EADARAS_FILE_11_AIC
EaDaBas_FILE_11_AQC
ElADABAS_FILE_11_ATC
ElADABAS_FILE_11_&wC
ElADABAS_FILE_11_AZC
ElADABAS_FILE_11_FLAT

@ TEST2EE4 [SELS erver)

Note: When the target datbase is SQL Server, it is recommended that the Enterprise Server Service be installed on
either the SQL Server machine or a Windows machine in the same network as the SQL Server machine. The CDD
should then be configured to connect to the Enterprise Server Service by checking the Enterprise Server Service
checkbox and specifying the server the Enterprise Server Service is running on.

Note 2: When the Replication Server is running inside a docker container, the Enterprise Server Service must be
used when the target is SQL Server.

= CONNX - CONNX Data Dictionary Manager {32-bit)

: File Edit Security Tools View Help

NG H @B ae

_g COMMX Views Add Database Info |
SIS Eename. . Ehysical Database Hame: [testi%sql2012+64:50LNCLI1 seplicationT arget
Delete Default Server: ISQLNELI_‘I
mport__| Embedded Logon Filer | Set Looor | I Embedded Lagon

T Use TLS/SSL

S

Server: Isqlserver—
Part: IBSDU

Ready [cap|Muml[scrt] .

Set the CDD Security
1. In the Security menu, clear Default Access = Read Only.
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= CONNX - CONNX Data Dictionary Manager

=

Default Access = Read Only

2. In the File menu, select Save As.

Cus ] -

Chapter 3.cdd
| SAMPLES.COD
@ webquartztemplate. cdd

Diesktiol Ju]

by Documents

by Computer

_—
Fieplications ample cdd hd |
COMMYX DD [*.C0D] ~
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3. Name your CDD and select the appropriate folder to save it in. Click Save.
4. Close the CONNX Data Dictionary Manager.
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Enabling a CDD for Event Replication

Enabling a CDD for Event Replication is the first step in getting data replicated. This includes:
e  Opening a CONNX Data Dictionary (CDD)
e Entering connection information to connect to the source and target databases through CONNX

e Selecting tables from a source database and a target database to be used in replication

Enable a CDD for Event Replication if:
=  This is the first time you have use the Open Systems Event Replicator.
=  This is the first time you have used this CDD for event replication.

=  You are using a different CDD than the one used during the last event replication session.

After you enable the Event Replicator you will have a CDD with replications that are ready to be:

e Modified with column mapping

Deployed (which starts replicating data from source database to target database)

The Event Replication Controller is designed to use a single CDD. When designing a set of replications create one
CDD that includes all the desired source tables and target databases.

Caution: Replications from two separate CDDs cannot be deployed to the same Controller; if you attempt to do so,
the replications from the second Data Dictionary will replace the replications from the first.

Caution: Two separate CDDs cannot replicate to the same targets from two different controllers. The Event
Replicator is designed to maintain data integrity from the source to the target; any target modifications from more
than one controller will result in replication errors, disabling the Event Replicator.
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If you do not have a replication CDD created, create one.

On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click
Replication Administrator. If this is the first time the Replication Administrator has been used, the Open
the Data Dictionary window appears.
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Open Systems Event Replicator - Open the Data Dictionary

ECECI

Ebuildveriny_accessEk.u:u:h:li £¥| buildwerifyZ_cizam_ais_42.cdd
L @ buildverify?_access37. cdd ﬁ buildwernfv?_cizam_hpus cdd
bu R t @ buildverifp?_adabas_aix cdd E bulldverifyZ_cizan_linus. cdd
Documents @ buildverify?_adabas_hpus.cdd E buildvernify?_cizam_sco.cdd
"E @ buildverifv?_adabas_linuxed_p330.cdd ﬂ buildverifvZ_cizam_zolariz.cdd
@ buildverify?_adabas_linus. cdd E buildvernfy?_cizam_solans_56.cdd
Desktop |E| buildverify?_adabaz_linux_p330.cdd E buildvernfyZ_cizam_win.cdd
@ buildverify?_adabas_p330.cdd E buildvernfy?_conmwstore. cdd

w @ buildverify?_adabaz_zolaris. cdd E] bildverify?_dataflex. cdd

_ %] buildverifyZ_adabas_vse.cdd ¥ buildverify2_db2 cdd
WREEUER i3] buildverity2_adabas_win.cdd | buildverify2_dbms_alphal.cdd
— @ buildverfy?_adabaz_win_5.cdd E buildverfyZ_dbms_trisie. cdd
'I-I_!F ] @ buildverifv?_airndbz. cdd ﬂ buildverifvZ_dizam_aix.cdd

™1

My Computer %] buildverify?_as400db2 cdd | buildverify2_disam_hpus.cdd
Wy Compute

|E| buildverify?_cizam_aix cdd E buildvernifyZ_dizam_linus. cdd

S
Fy M et
Pl

Note: Only CONNX Data Dictionaries (CDD) that contain both the source and target (destination) data
bases can be used for replication.

If the Replication Administrator has been used previously, the Open Systems Event Replication window
appears. The Event Replicator will normally open the last opened CDD.

e If'this is the CDD you want, you do not need to re-enable the Event Replicator for this CDD.

e If this is not the CDD you want, from the File Menu, click Open CDD. Select a CDD that
contains the source tables to be replicated and the target database, and click Open. The Configure
Servers window appears

If the Replication Administrator has not been used before, select a CDD that contains the source tables to
be replicated and the target database, and click Open. The Configure Servers window appears.
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= Open Systems Event Replicator - Configure Servers El

—COMNMNX Logon Credentials

Userlame I Test Connection |

Password I

—Replication Server

MName/Address Port I o200
Parallel transaction count IE 3:

—Select Source Database Port

DBID1 =] Pert [ oon0 Applytnﬂ.lll

4. Enter your User Name and Password in CONNX Logon Credentials and click Test Connection. If the
data is valid, the following message window appears:

Open Systems Event Replicator - Config & ﬂ

Connection successful.

Click OK. The message window closes.

Enter the server name or IP address of the Replication Server in Name/Address and the server port
number in Port.
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Open Systems Event Replicator - Configure Servers

Note: The default port number is 9200.

7. Click Done. The Add Tables window appears.
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8.

= - Open Systems Event Replicator - Add Tables

Select source tables

testd.dbo. EMPLOYEES

testd dbo EMPLOYEES_ADDRESS_LINE
testd dbo EMPLOYEES_BOMUS
test4d.dbo. EMPLOYEES_INCOME
testd.dbo EMPLOYEES _LANG
testd dbo EMPLOYEES_LEAVE_BOOKED

Select Target Databases

fe_de

=l

e [l

Filter

OK

I

Select the source tables you wish to replicate and the target data base.
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Open Systems Event Replicator - Add Tables

testd dbo EMPLOYEES

testd. dbo EMPLOYEES_ADDRESS_LINE
testd dbo EMPLOYEES_BOMUS

bestd dbo EMPLOYEES_FLAT

testd dbo EMPLOYEES_INCOME

testd dbo EMPLOYEES_LANG

testd dbo EMPLOYEES_LEAVE_BOOKED

TESTZ26+E4

—
—
—
—
—
—
—
—

9. Click OK. The Open Systems Event Replication window appears.
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JMS Queues/Topics as a Replication Target

The Open Systems Event Replicator supports replicating to the JMS Queues and Topics. The process of
replicating to a JMS Queue or Topic is the same as replicating to a relational target such as SQL Server or
Oracle except that the data placed on the JMS Queue or Topic is in xml format rather than being put directly
into a physical database.

Start the CONNX JMS Server component

Configure a JMS Queue or Topic

Creating a CONNX JMS CDD Entry This includes:
e  Opening the CONNX Data Dictionary (CDD) Manager
e Importing the JMS connection
e Saving the CDD

Starting the CONNX JMS Server

The CONNX JMS server must be installed on the same platform in which the JMS Que/Topic provider
resides. The CONNX JMS Server is a java program that communicates between CONNX and the JMS
Queues/Topics. If the JMS provider resides on an UNIX Machine, additional installation steps must be
done which are described below.

The CONNX JMS Server uses the Open Source Apache Logging Services for logging output. This
means that the Apache log4j.jar file must be present on the machine where the CONNX JMS Server and
the JMS Messaging Server are installed. The log4j.jar file can be downloaded from the Apache web site.

To install CONNX JMS Server on a Windows machine:

The JMS Server is automatically installed on Windows when JMS is selected during the Install. To start
the JMS Server, select "Start JMS Server" from the Start|Programs|CONNX JMS Server menu. The first
time the JMS Server is run, you will be prompted for the classpath to the log4j.jar file as well as the
location of the JMS provider you wish to connect to. The classpath information will be validated and once
the information if found to be correct, the CONNX JMS Server will be started.

To install CONNX JMS Server on an Unix/Linux machine:

1. On the Windows PC where CONNX is istalled, go to the Start|All Programs menu and
select "UNIX Installer" from the Start|Programs|CONNX JMS Server menu.

2. Fill in the dialog box and press Install. (see "Installing JMS" in Chapter 2 - Event

Replicator Installation for more information)

This install program will ftp the JMS Server files to the Unix/Linux machine.

4. Exit the install program and sign on to the Unix/Linux machine and run the script

Jinstalljms.

This will unpack the JMS Server and you will now have a new script called jmsserver.

6. The file created is jmsserver. It is located in the connx subfolder under the installation
directory. The first time this batch file is run, you will be prompted for the
classpath to the log4j.jar file as well as the location of the JMS provider you wish

(98]

9]
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to connect to. The classpath information will be validated and once the
information if found to be correct, the CONNX JMS Server will be started.

To start the JMS server component:

1. Ensure that version 1.7 or higher of the JAVA Runtime Environment has been installed
on your computer.
2. Start the JMS Server

On Unix: execute the jmsserver script with the start paramater. e.g. ./jmsserver
start. Use the stop paramater to stop the JMS Server. This script is located in the
/connx folder.

On Windows: Go to the Start Menu and select "Start JMS Server" from the
CONNX JMS Server menu. This will start the JMS Server in a java command
window. To terminate the server, use CTRL-C within the JMS Server command

window.

Note: The JMS Server listens on port 7600 by default. This can be changed on Windows by
running "Configure JMS Server" from the CONNX JMS Server menu and on UNIX/Linux run the
shell script jmsserver with the configure option (./jmsserver configure).

Note: The JMS Server Component must be started on the same platform in which the
WebMethods Message Service Provider resides.

Create a JMS entry in the CDD:

To create the CONNX JMS CDD entry, bring up the "CONNX - CONNX Data Dictionary Manger
and perform the following:

1.
2.
3.

Select the "Import" button
In the "Import CDD" dialog, for "Import Type:", select "JMS Import"

In the "JMS Server Name:" item, enter the machine name where the JMS server is
running. (for this example, it is assumed that the JMS server will be running on the local
machine, so "localhost" is used).

Leave the "JMS Port:" as is (port 7600). If you changed the "listening port" when starting
up the cnxJMSserver.jar, then this value must match the value you specified at that time.

Under the "Application Server Logon Information” tab, the "Application Server Type:"
select the Application Server Type you wish to connect to. Universal Messaging Server
is selected by default. Note, if JNDI Properties File is selected, the JNDI Properties file
needs to be located in the same location as the CONNX JMS Server. There is a sample
JNDI.properties file called JNDI.properties.sample in this location. You can copy it and
name the copy JNDI.properties and then modify that file.

If Universal Messaging Server, Glassfish or webMethods is selected, "Application Server
URL:" will be set to the defaults for the selected type. The name of the server will be auto
filled from the JMS Server Name. While the JMS Server Name can be "localhost" or
127.0.0.1, the server name specified in the Application Server URL CANNOT be
"localhost" or 127.0.0.1. A valid DNS host name or IP address (other than local
loopback) must be used. It is recommended that the JMS Server Name also be the DNS
name or IP address of the server.

59



Adabas Open Systems Event Replicator

7. If JNDI Properties File is selected, the values will be read from jndi.properties which
should be located in the same location as the JMS Server. A sample file named
jndi.properties.sample is provided and is located in \connx32\connxjms on Windows and
in the connx directory on UNIX/Linux. This file can be modified and saved as
jndi.properties.

8. Leave "UserName:" and "Password:" entries blank unless a user name and password
has been associated with the JMS queue. In that case, use the appropriate values.

9. Inthe "Factory Name:" item, enter the Factory Name you wish to use.

10. In the "JMS Destination:" item, enter the Queue Name or Topic Name you wish to
connect to.

Import CDD |

The Import feature downloads pour existing databaze record oK.
ghructures and stores them in the enciypted COMNNE Data —

Dictionany far uze by COMMNE Cancel

Impart Type: [ IS Import =l

JMS Server Mame: ItestS erverl

JMS Part: |F"EE'E'

Application Server Lagon Information |

&pplication Server Type: ILlni'-.fersaI bezsaging Server j

fpplication Server URL: Insp: AdtestServer]: 9000

Izert ame: I

Paszwaord: I

Factary Mame: ItestFactDr_l,l

JMS Destination; Itestl]ueuel
11. Enter "OK".
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12. An attempt will be made to connect to the webMethods Message Service Provider. If
everything went ok, you should see an entry added to the CONNX Data Dictionary.

= CONMNX - CONNX Data Dictionary Manager (32-bit) [ O[]
File Edit Security Tools Wiew Help
D= | %@ 82
® CONNX Views 4dd Databaselnio|
B testerver]_testOusue [IM3) Rename. Application Server URL: Insp'ﬂftastﬁervaﬂ'ﬁﬂﬂﬂ
Delete JMS Server; ItaslSeWElﬂ
Impart... Application Server Type: IUnlversaI Messaging Server
JMS Server Port I?BUU
Enterprise Server Service
[~ Use Enterprise Server
Server. I
Fort: |E5UU
<« |+
Ready NUM v

13. Select File from the menu and then Save.
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JMS Data Format (XML format)

The Open Systems Event Replicator writes data to the JMS Queues and Topics in an XML format. Each
event from the source database is written to an XML document that contains one or more of the following
tags:

e CONNXdocument - This tag represents all the elements of a single event from the
source database. It contains the property "committed" which provides the date and time it
was placed on the message queue.

o method - This tag describes which of the three record formates are being represented.
Possible values are insert, update and delete.

o tableName - This tag represents the table name as it is displayed in the CDD under the
target JMS database icon.

o fields - This tag represents a collection of field names and values.

o field name - This tag represents the column name as it is displayed in the CDD for the
table description it is part of. If the source Adabas file was imported into the CDD via an
FDT import, the field names will be represented in the CDD as the Adabas short names
and will therefore be represented in the XML as short names. If the CDD was imported
using DDL or an SYSOBJH file, the CDD may contain long names and by extension, the
XML will also contain long names.

e length - Used in the Create method and specifies the length of the field.

e pre - Used in the Create method and specifies the precision of the field.

o scale - Used in the Create method and specifies the scale of the field. For data types that
don't use scale, the value will be zero.

e value - This property of field name contains the value of the data for this record.

e whereCeriteria - This is the SQL Where criteria used to identify a specific record.

There are five record formats used. They are identified as:

Delete (Puts where Criteria in order to identify record)

<?xm version="1. 0" encodi ng="UTF-8""?>

<CONNXdocunent version="1" conmtted="2012/05/04-12: 39: 25">
<nmet hod>del et e</ net hod>
<t abl eNanme>ADABAS EMPLOYEES JMB</t abl eNane>
<whereCriteria>"| SN EMPLOYEES" = 1434 </whereCriteria>

</ CONNXdocunent >

Insert (Shows all fields that were inserted)

<?xm version="1. 0" encodi ng="UTF-8"?>
<CONNXdocunent version="1" conmtted="2012/05/04-12:41:04">
<met hod>i nsert </ net hod>
<t abl eNanme>ADABAS EMPLOYEES JMs</t abl eNane>
<fields>
<field nane="1 SN _EMPLOYEES" val ue="1472" />
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<field name="PERSONNEL_I D' val ue="90001041" />
<field nane="FI RST_NAME" val ue="John" />
<field nanme="LAST_NAMVE" val ue="Smith" />
<field name="M DDLE_NAME" val ue="Robert" />
<field nanme="MAR_STAT" val ue="S" />
<field nane="SEX" val ue="M' />
<field nane="NBI RTH' val ue="711106" />
<field nane="ClI TY" val ue="Rednmond" />
<field nanme="POST_CCDE" val ue="98052" />
<fi el d nane="COUNTRY" val ue="USA" />
<field nanme="AREA CCDE" val ue="425" />
<field name="PHONE" val ue="5551234" />
<field name="DEPT" val ue="SALES" />
<field nane="JOB Tl TLE" val ue="SALES ENI NGEER' />
<field nane="LEAVE DUE" val ue="20" />
<fi el d nane="LEAVE TAKEN' val ue="1" />
</fields>
</ CONNXdocunent >

Update (Changed CITY field to Kirkland. It shows all the fields for the updated record and contains
where Criteria in order to identify the record)

<?xm version="1.0" encodi ng="UTF-8"?>
<CONNXdocurent version="1" conmtted="2012/05/04-12:41: 09" >
<nmet hod>updat e</ et hod>
<t abl eName>ADABAS EMPLOYEES JMS</t abl eName>
<whereCriteria>"l SN EMPLOYEES" = 1472 </whereCriteria>
<fiel ds>
<field name="| SN_EMPLOYEES" val ue="1472" />
<field name="PERSONNEL_ | D' val ue="90001041" />
<field nane="FI RST_NAME" val ue="John" />
<field name="LAST_NAME" val ue="Snmth" />
<field nane="M DDLE_NAME" val ue="Robert" />
<field name="MAR _STAT" val ue="S" />
<field name="SEX" val ue="M />
<field nane="NBI RTH' val ue="711106" />
<field nane="CI TY" val ue="Kirkl and" />
<field nane="POST_CODE" val ue="98052" />
<field name="COUNTRY" val ue="USA" />
<field name="AREA CODE" val ue="425" />
<field name="PHONE" val ue="5551234" />
<field name="DEPT" val ue="SALES" />
<field name="JOB_TI TLE" val ue="SALES EN NGEER' />
<field nane="LEAVE DUE" val ue="20" />
<field name="LEAVE TAKEN' val ue="1" />
</fields>
</ CONNXdocunent >
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Create (This is for CREATE TABLE. It displays the meta data for the table)

<?xm version="1.0" encodi ng="UTF-8""?>
<CONNXdocument version="1" comm tted="2015/02/05-16: 23: 33">
<met hod>cr eat e</ met hod>
<t abl eName>EMPLOYEES</ t abl eNanme>
<fields>
<field name="1SN EMPLOYEES" type="integer" |ength="4" pre="0"
scal e="0" />
<field name="PERSONNEL | D' type="string" |ength="8" pre="0"
scal e="0" />
<field nanme="FI RST_NAME" type="string" |ength="20" pre="0"
scal e="0" />
<field name="NAME" type="string" |ength="20" pre="0" scal e="0" />
<field nane="M DDLE_NAME" type="string" |ength="20" pre="0"
scal e="0" />
<field name="MAR STAT" type="string" |length="1" pre="0" scal e="0"
/>
<field nane="SEX" type="string" |ength="1" pre="0" scal e="0" />
<field name="NBI RTH' type="date" |ength="6" pre="0" scal e="0" />
<field name="CI TY" type="string" |ength="20" pre="0" scal e="0" />
<field nanme="POST_CCODE" type="string" |ength="10" pre="0"
scal e="0" />
<field nane="COUNTRY" type="string" |ength="3" pre="0" scal e="0"
/>
<field name="AREA CODE" type="string" |ength="6" pre="0" scal e="0"
/>
<field name="PHONE" type="string" |ength="15" pre="0" scale="0" />
<field nanme="DEPT" type="string" |ength="6" pre="0" scale="0" />
<field name="JOB_TI TLE" type="string" |ength="25" pre="0"
scal e="0" />
<field name="LEAVE DUE" type="integer" |ength="4" pre="0"
scal e="0" />
<field nane="LEAVE TAKEN' type="integer" |ength="4" pre="0"
scal e="0" />
</fields>
</ CONNXdocunent >

Drop (This is for DROP TABLE.)

<?xm version="1.0" encodi ng="UTF-8""?>

<CONNXdocurent version="1" conmtted="2015/01/26-13:59:; 48">
<met hod>dr op</ met hod>
<t abl eName>EMPLOYEES</ t abl eNane>

</ CONNXdocunent >
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Integration Server/EntireX as a Replication Target

The Open Systems Event Replicator writes data to the Integration Server using the EntireX interface. An
EntireX listener needs to be set up on Integration server and then imported into a Data Dictionary. Then
it can be used as a target for replication. Integration Server is processing the events of replication, not
actually replicating the target table. So replication sends the Inserts, Updates and Deletes that have been
performed on the source replication table to the EntireX listener.

Once the replication has been set up for the EntireX listener in Integration server a document type can be
exported and used in the SoftwareAG Designer. To export an xml schema file that can be used to import
the document type, in the Replication Administrator - Replication Design screen, press File -> Create
Target XML Schema. A form will appear that lists the EntireX replications on the left, select all the
replications that will be put into document types. Then specify the name to save the xml schema to and
press OK to create the schema file.

Open Systems Event Replicator - Create Target XML Schema .
Select Target Tables for XML Schema file Filter |
BFIFER2012R2_1972_TCP dbo EMPLOYEES BFIFER2012R2_1972_TCP dbo EMPLOYEES_BONUS

BFIFER2012R2_1972_TCP .dbo EMPLOYEES_ADDRES
BFIFER2012R2_1572_TCP dbo EMPLOYEES_INCOME
BFIFER2012R2_1572_TCFP .dbo EMPLOYEES_LANG

BFIFER2012R2_1372_TCP .dbo EMPLOYEES_LEAVE |

iy

g3

File: |E:\CDDReplication' XMLSchemaEmpEBonus Table xsd|
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Make this file accessible from the SoftwareAG Designer tool. In the SoftwareAG Designer, create a
document type using the XML Schema option, then specify this file as the source.
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Adding a Replication to the Event Replicator

Adding a Replication to the Open Systems Event Replicator includes:
e Opening a CONNX Data Dictionary (CDD)
e Adding a source table from the Adabas tables in the CDD
e Adding a target database

Add a replication if:
=  You wish to replicate a source table that is not in the list of Event Replication source tables

=  You wish to replicate a source table to an additional target table

After you add a replication you will be able to:
e  Modify it with column mapping

e Deploy it (which will start replicating data from source database to target database)

You can add additional source tables to the Event Replicator and associate them with a target database at the same

time.

Warning: To maintain data integrity, a table cannot be both the source table in one replication and a target table in

another replication.

1. Open the Open Systems Event Replicator CDD.
2. Click Add Tables. The Add Tables window appears.
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Open Systems Event Replicator - Add Tables .

File
Table Selection

Select source tables

testd.dbo EMPLOYEES

test4d.dbo EMPLOYEES_ADDRESS_LINE
testd.dbo EMPLOYEES_BONUS
testd.dbo EMPLOYEES_INCOME .
testd.dbo EMPLOYEES_LANG

testd.dbo EMPLOYEES_LEAVE BOOKED

kL

<<

Filter

—

[ Use Existing Target Tables
[ Target tables are ACD

Select Target Databases [ Create multiple target tables per source| 1 3

test 26X64
testd

==

<<

kL

QoK Cancel

Select any additional source tables you wish to replicate and specify the target Database. By default the
source tables will map to new target tables which exactly match the source tables to be created on deploy.
Select the Use Existing Target Tables and the Replication Administrator will search for a table with the
same name as the source table in the target database. If a table with the same name is not found in the
target database, it will just create a new table with the same name. In this process it will also map columns
with the same name from the source table to the target table. If there are columns in the existing tables
with names that do not match the source they must be mapped manually in the Column Map window. If
you are creating replications that are for ACD changes, then select the Target tables are ACD. If you
would like to create several replications for each source table selected use the Create multiple target
tables per source checkbox. Once checked, use the dropdown to specify how many replications to create.
Each replication will have a different new target table, the name will be automatically generated.
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File
Table Selection

Select source tables
testd dbo EMPLOYEES testd dbo EMPLOYEES_ADDRESS_LIME
testd dbo EMPLOYEES_BOMUS

testd dbo EMPLOYEES_INCOME

testd dbo EMPLOYEES_LAMG

testd dbo EMPLOYEES_LEAVE_BOOKED

[T Use Existing Target Tables
[™ Target tables are ACD

- Createnﬂﬁﬂeta‘gettdiapﬂ'smh 3:

test26X64

Note: If there are a large number of source tables, the Filter window can be used to reduce the number of
tables displayed. For example, if you know the table you are interested in has the word "Account" in it,
entering Account in the Filter window will display only those tables that contain that word in their name.

4. Click OK. The Open Systems Event Replication window appears and the tables you added are in the list.
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5.

= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - IEIIlI

Eile Edit View Tables Servers Help

Deployed Replications I Server Status I Crrraler el

Active | Source Database Source Table

Target Table

v ] ‘EMPLOYEES : . EMPLOYEES

M EMPLOYEES_BONUS test26x64 EMPLOYEES_BONUS -
v testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME -
M testd EMPLOYEES_LANG test26u64 EMPLOYEES_LANG -
V  testd EMPLOYEES_LEAVE_BOOK.. test26ub4 EMPLOYEES_LEAVE_BOD . -
[ testd EMPLOYEES_ADDRESS_LINE test26x64 EMPLOYEES_ADDRESS_LI =

i

Add Tables il:ﬂap Columns | [_# Validate Active |

[T DeleteRep | g Build Targetsl | ffFonfia Servers ) Dedloy

If you want to deploy the changes you've made, click Validate Active and then Deploy. If you wish to save
the changes but not deploy them until a later time, click the File menu and then click Save.

For more information about Validate Active, see Validating Active Servers. For more information about
Deploy, see Deploying the Event Replicator.
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Mapping columns to a new Target Table

Mapping columns to a new Target Table includes:
e Opening a CONNX Data Dictionary (CDD)

e Viewing, and if necessary, changing some of the target table metadata

Map columns to a new Target Table if:
=  You wish to change the target table metadata so it is different than the source table metadata

*  Youdon't need all of the source columns replicated to the target table

After you map columns to a new Target Table you will be able to:
o Create the target table

e Deploy the replication (which will start replicating data from source database to target database)

A target table is considered to be "new" if it does not exist on the target data base and it has not been created or
deployed.

When the Event Replicator creates a Target Table, it assigns column source and attributes based on the associated
Source Table. Map Columns allow you to change the column source and the column attributes.

Warning: Since the Event Replicator cannot create Adabas Target Tables, you cannot map columns to a new
Adabas Target Table. All Adabas Target Table changes must be done using Adabas, not the Event Replicator.

1. Open the Open Systems Event Replicator CDD.
2. Select a Target Table to view. Click Map Columns. The Map Columns window appears.
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= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test?6x64.dbo EMPLOYE

Mapping Edit Row Functions

Index | Source Column

Prec | Scale | Target Column

I INTEGER 0 0 = 0
0 PERSONMEL ID CHAR B 0 0  FERSONNEL D CHAR B 00
0 FIRST NAME CHAR 50777078 EIRST NAME CHAR 26770
0 NAME CHAR 00 0 NaME CHAR 20 o
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE NAME CHAR 20 o
0 MAR_STAT CHAR ] 00 MARSTAT CHAR 1 VR
bsEx CHAR ] 00 s CHAR 1 VR
0 NBIRTH DATE 5 00 NEIRTH TIMESTAMP TR R
0 CimY CHAR %0 o oy CHAR 20 o
0 POST_CODE CHAR @0 POST.CODE CHAR 00 e
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0o
0 AREA CODE CHAR g 0 0 AREA CODE CHAR g VR
0 PHONE CHAR B0 0 PHONE CHAR B
0 DEPT CHAR 5 0 o DEPT CHAR 5 0o
0 JOBTITLE CHAR 2% 00 JOBRTITLE CHAR %0
0 LEAVE DUE INTEGER 4 0 0 LEAVE DUE INTEGER 4 i
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 S
—Row Functions

© Rowlp | 4 AddRow | Done

© RowDown | 3¢ DeleteRow | Cancel

e The Index entry is used to indicate if a field will be part of the target table index. Even if your

source table contains multiple index fields, you can only use a single unique index for replication.
You can indicate the index order by designating "1" as the first part of the index, "2" as the second
part of the index (if necessary), and so on. A zero means this field is not part of the index.

e The Source Column names are pre-populated and cannot be changed.

e Select the correct SQL data type in Source and Target Data Type.

e You can change the Source and Target Length, Precision and Scale values if they are incorrect.

e Target Column is pre-populated with the same name as the Source Column. This name can be

changed.

Note: You cannot use the Open Systems Event Replicator to change the order of the rows in the Source

Table.
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Adding New Column Mappings

Adding new column mappings includes:
e Opening a CONNX Data Dictionary (CDD)
e Adding a row to the column map grid

e  Specifying the source and target column schemas for the new row

Add new column mappings if:
=  You wish to replicate source data that is not in the current column mapping

= Your column map will include a source column SQL expression

After you add a new column mappings you will be able to:

e  Create the target table

e Deploy the replication (which will start replicating data from source database to target database)

A target table is considered to be "new" if it does not exist on the target data base and it has not been created or
deployed.

By default, when a new target table is defined, all source table metadata is duplicated in the target table metadata.
You can add column maps to a new non-Adabas Target Table. The additional target maps can map to any Source
Columns, including SQL expressions.

Warning: Since the Event Replicator cannot create Adabas Target Tables, you cannot map columns to a new
Adabas Target Table. All Adabas Target Table changes must be done using Adabas, not the Event Replicator.

Note: Column mapping does not change the structure of the Source table or an existing Target table. The Add Row,
Delete Row, Row Up and Row Down buttons are only available when mapping to a new target table. If you are
mapping to an existing target table and wish to change the structure of that table, you will need to press the "Drop
Target Table" button (available when mapping to an existing table). This will drop the target table and allow you to
re-create it with the new structure. Warning: Only do this if you intend to physically drop and re-create the
target table. All data in the existing table will be lost.

1. Open the Open Systems Event Replicator CDD.
2. Select a Target Table to add rows to. Click Map Columns. The Map Columns window appears.
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3.

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

Mapping Edit Row Functions

Index | Source Column

Prec | Scale | Target Column

1 JINTEGER 00 [INTEGER
0  PERSONMELID CHAR 8 0 0  PERSONHWEL D CHAR g 0 0
0 FIRST_NAME CHAR 0 0 FIRST_NAME CHAR 00
0 HAME CHAR 200 0 NAME CHAR 20 o
0 MIDDLE_NAME CHAR 200 0 0 MDDLE_NAME CHAR 20 0
0 MAR_STAT CHAR 1 0 0 MARSTAT CHAR 1 0o
0 SEX CHAR 1 00 sEX CHAR 1 0o
0 NBIRTH DATE B 00 NEIRTH TIMESTAMP B 00
o cTy CHAR 2 0 o oy CHAR 20 o
0 POST_CODE CHAR 0 0 0  POST_CODE CHAR 0 o
0 COUNTRY CHAR 3 0 0  COUNTRY CHAR 3 0o
0 AREA CODE CHAR & 0 0 AREACODE CHAR & 0o
0 PHOMNE CHAR 150 0 PHONE CHAR 57700
0 DEPT CHAR 5 0 0 DEPT CHAR & 0o
0 JOB_TITLE CHAR 2% 0 0 JOBTITLE CHAR % 0 0
0 LEAVE DUE INTEGER 4 0 0  LEAVE DUE INTEGER 4 00
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 00
— Row Functions
© Rowlp | 4 AddRow | Done
© RowDown | 3¢ DeleteRow | Cancel
Y
To add a row to the Target Table
a. Click somewhere in the data and click Add Row. A new row appears at the end.
x

Mapping Edit Row Functions

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type Length | Prec | Scale |
1 15N INTEGER 4 0 0 15N INTEGER 10 0
0 PERSOMMEL_ID CHAR 8 0 0 PERSOMMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 ] 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA_CODE CHAR & ] 0 AREA_CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHONE CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0
0 LEAVE_TAKEN INTEGER 4 ] 0 LEAVE_TAKEN INTEGER 4 10 0
0 UNKNOWN : i 0 f UNKNOWN i i
—Row Functions

© Rowlo | < addRow |

© RowDown | 3¢ Delete Row |

b. Use Row Up or Row Down to place the row in the correct position.

c. Click the Source Column box for the row you have added. A drop down arrow appears. Click on

the arrow and a list of available source table columns appears.
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Mapping Edit Row Functions

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 0 15N INTEGER 4 0
0 PERSOMNEL_ID CHAR ] 0 0 FERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 0 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHONE CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0

[ -
0 _~| CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 ::'SIEr‘JF{SDNNEL_ID INTEGER 4 0 0 LEAVE_DUE INTEGER 4 0 0
0 FIRST MAME __JINTEGER 4 ] 0 LEAVE_TAKEN INTEGER 4 0 0
NAME
i~ Rew|MIDDLE_NAME
QU e e
© RowDown | 3¢ DeleteRow | Cancel
Vi
d. Select the source table column to be added.
1I

Mapping Edit Row Functions
Indesx | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prac | Scale |
1 1SN INTEGER 0 0 1SN INTEGER 0 0
0 PERSOMMEL_ID CHAR 8 0 0 PERSOMNEL_ID CHAR ] 0 0
0 FIRST_MAME CHAR 20 0 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 ] 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 0 0 SEX CHAR 1 0 0
0 NEIRTH DATE & 0 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 ] 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA_CODE CHAR 6 0 0 AREA_CODE CHAR & 0 0
0 PHOME CHAR 15 0 0 FHONE CHAR 15 0 0
0 DEFT CHAR & ] 0 DEFT CHAR & 0 0

{PERSONNEL 1D . _ ‘8 00 {UNKNOWN 010
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 0 0
0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 0 0
— Row Functions

© Rowlp | 4 AddRow | Done
©) RowDown | 3¢ DeleteRow | Cancel
4

€.

Click the Target Column box for the row you have added. A drop down arrow appears. Click on
the arrow and a list of available target table columns appears
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= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

x|

Mapping Edit Row Functions

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 0 15N INTEGER 10 0
0 PERSOMNEL_ID CHAR ] 0 0 FERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 0 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHONE CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0

D [ -
0 JOB_TITLE CHAR 25 0 0 _a|CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 ::'SEJF{SDNNEL_I D INTEGER 4 10 0
0 LEAVE_TAKEN INTEGER 4 ] 0 FIRST NAME __VINTEGER 4 10 0
NAME
~Row Functiens MIDDLE_NAME
© Rowlp | o AddRow | g‘g?-STHT _ Done
© RowDown | 3¢ DeleteRow | Cancel

4

f.  Select a target column name from this list or enter another target column name in Target Column.

g. Select the desired Data Type of the target column and fill in the Length, Precision and Scale.

= Open Systems Event Replicator - Map Columns: test4.dbo.EMPLOYEES to test26x64.dbo.EMPLOYEES Xl

Mapping  Edit Row Functions

Index | Source Column | Data Type Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 1SN INTEGER 4 10 0

0 PERSOMNEL_ID CHAR ] 0 0 PERSOMMNEL_ID CHAR 8 0 0

0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0

0 NAME CHAR 20 0 0 NAME CHAR 20 0 0

0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0

] MAR_STAT CHAR 1 0 ] MAR_STAT CHAR 1 0 0

0 SEX CHAR 1 0 0 SEX CHAR 1 0 0

0 NEIRTH DATE 6 0 0 NEIRTH TIMESTAMP 16 0 0

0 CITY CH&R 20 0 0 CITY CHAR 20 0 0

o POST_CODE CHAR 10 ] o POST_CODE CHAR 10 0 0

0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0

0 AREA CODE CHAR & ] 0 AREA CODE CHAR 6 0 0

0 PHOME CHAR 15 0 0 PHONE CHAR 15 0 0

0 DEPT CHAR 0 0 DEPT & 0 0

: PERSONNEL_ID

PERSOMNNEL_ID

© RowDown | 3¢ Delete Row |

JOB TITLE 0 JOB TITLE
0 LEAVE DUE INTEGER i 00 LEAVE DUE S’EBEM*L
A
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE_TAKEN DOUBLE
FLOAT
—Row Functions GuID
© Rowls | o AddRow | INTEGER

LONGVARBINARY =
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Note: The ISN field is always shown in the column map because replication requires a unique key present
to work and if there are no other unique keys on the table the ISN can then be used. The ISN is shown even
if the table was built with a Create Table statement that did not specify an ISN.
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Deleting Column Mappings from a New Target Table

Deleting new column mappings includes:
e Opening a CONNX Data Dictionary (CDD)

e Deleting a row from the column map grid

Delete a new column mappings if:

®=  You wish to remove source data from the current column mapping

After you delete a new column mappings you will be able to:

o Create the target table

e Deploy the replication (which will start replicating data from source database to target database)

A target table is considered to be "new" if it does not exist on the target data base and it has not been created or
deployed.

Note: Deleting a column map does not change the structure of the Source table or an existing Target table. The Add
Row, Delete Row, Row Up and Row Down buttons are only available when mapping to a new target table. If you
are mapping to an existing target table and wish to change the structure of that table, you will need to press the
"Drop Target Table" button (available when mapping to an existing table). This will drop the target table and allow
you to re-create it with the new structure. Warning: Only do this if you intend to physically drop and re-create
the target table. All data in the existing table will be lost.

1. Open the Open Systems Event Replicator CDD.
2. Select a non-Adabas Target Table. Click Map Columns. The Map Columns window appears.
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x

Mapping Edit Row Functions
Index | Source Column Prec | Scale | Target Column
1 ; ;IHTEGEF‘. 0 : ;IHTEGEF‘. : ;
0 PERSOMNEL_ID CHAR ] 0 0 FERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 0 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHONE CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0
0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 10 0
—Row Functions

© Rowlp | 4 AddRow | Done

© RowDown | 3¢ DeleteRow | Cancel

Vi

3. To delete a row from the Target Table:
a. Select the row to be deleted.

i

Mapping Edit Row Functions

Indesx | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prac | Scale |
1 1SN INTEGER 0 0 1SN INTEGER 4 10 0

0 PERSOMMEL_ID CHAR 8 0 0 PERSOMNEL_ID CHAR ] 0 0

0 FIRST_MAME CHAR 20 0 0 FIRST_MAME CHAR 20 0 0

0 NAME CHAR 20 ] 0 NAME CHAR 20 0 0

0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0

0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0

0 SEX CHAR 1 0 0 SEX CHAR 1 0 0

0 NEIRTH DATE & 0 0 NEIRTH TIMESTAMP 16 0 0

0 CITY CHAR 20 ] 0 CITY CHAR 20 0 0

0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0

0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0

0 AREA_CODE CHAR 6 0 0 AREA_CODE CHAR & 0 0

0 PHOME CHAR 15 0 0 FHONE CHAR 15 0 0

0 DEFT CHAR & ] 0 DEFT CHAR & 0 0

0 PERSOMNEL_ID {CHAR B 0 : PERSOMNEL_ID

0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0

0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0

0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 10 0

— Row Functions

© Rowlp | 4 AddRow | Done
©) RowDown | 3¢ DeleteRow | Cancel |

b. Click Delete Row. The following message appears:
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Delete Rows

c. Click Yes. The row is deleted.

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

Mapping Edit Row Functions

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 0 15N INTEGER 4 0 0
0 PERSOMNEL_ID CHAR ] 0 0 FERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 0 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHONE CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE iCHA| : 0 OB_TITLE CHA : 0 i0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 0 0
0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 0 0
—Row Functions
© Rowlp | 4 AddRow | Done
© RowDown | [3¢ Delete Row | Cancel

4

Note: You can not use the Open Systems Event Replicator to delete a column map from the Source Table.

4. Click Done. The Open Systems Event Replication window reappears.
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Changing the Column Order in a New Target Table

Changing the column order in a new target table includes:
e Opening a CONNX Data Dictionary (CDD)

e  Moving the rows in a column map so the target table columns are in the correct order

Change the column order in a new target table if:

=  You want the source and target table columns to be in different order

After you change the column order in a new target table you will be able to:

e  Create the target table

e Deploy the replication (which will start replicating data from source database to target database)

A target table is considered to be "new" if it does not exist on the target data base and it has not been created or
deployed.

You can change the column order in a new Target Table. Columns can be grouped together even if they don't appear
in that order in the Source Table.

Note: You can not use the Open Systems Event Replicator to change the order of the columns in the Source Table.
The Add Row, Delete Row, Row Up and Row Down buttons are only available when mapping to a new target
table. If you are mapping to an existing target table and wish to change the structure of that table, you will need to
press the "Drop Target Table" button (available when mapping to an existing table). This will drop the target table
and allow you to re-create it with the new structure. Warning: Only do this if you intend to physically drop and
re-create the target table. All data in the existing table will be lost.

Warning: Since the Event Replicator cannot create Adabas Target Tables, you cannot change the row order in a
Adabas Target Table. All Adabas Target Table changes must be done using Adabas, not the Event Replicator.

1. Open the Open Systems Event Replicator CDD.
2. Select a new Target Table to change. Click Map Columns. The Map Columns window appears.
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= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES x|

Mapping Edit Row Functions

Index | Source Column Prec | Scale | Target Column

I INTEGER 0 0 = : 0
0 PERSONMEL ID CHAR B 0 0  FERSONNEL D CHAR B 00
0 FIRST NAME CHAR 50777078 EIRST NAME CHAR 26770
0 NAME CHAR 00 0 NaME CHAR 20 o
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE NAME CHAR 20 o
0 MAR_STAT CHAR ] 00 MARSTAT CHAR 1 VR
bsEx CHAR ] 00 s CHAR 1 VR
0 NBIRTH DATE 5 00 NEIRTH TIMESTAMP TR R
0 CimY CHAR %0 o oy CHAR 20 o
0 POST_CODE CHAR @0 POST.CODE CHAR 00 e
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0o
0 AREA CODE CHAR g 0 0 AREA CODE CHAR g VR
0 PHONE CHAR B0 0 PHONE CHAR B
0 DEPT CHAR 5 0 o DEPT CHAR 5 0o
0 JOBTITLE CHAR 2% 00 JOBRTITLE CHAR %0
0 LEAVE DUE INTEGER 4 0 0 LEAVE DUE INTEGER 4 i
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 S
—Row Functions

© Rowlp | 4 AddRow | Done

© RowDown | 3¢ DeleteRow | Cancel

3. To change the order of the rows in the target table:
a. Select the row to be moved.

b. Click Row Up or Row Down. The selected row moves in the specified direction.
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Changing Source Column Mapping

Changing source column mappings includes:
e Opening a CONNX Data Dictionary (CDD)

e Changing which source column a target column is mapped to

Change the source column mappings if:

®=  You wish to change which source column a target column is mapped to

After you change the source mappings you will be able to:

e Deploy the replication (which will start replicating data from source database to target database)

Map Columns allow you to change which source column an existing target column is mapped to.

Note: The Source and Target columns must have compatible data types, lengths, precisions and scales.

Open the Open Systems Event Replicator CDD.

2. Select a Target Table to modify. Click Map Columns. The Map Columns window for an existing target
table appears.

i

Mapping Edit Columns

Index | Source Column Scsle | Target Column

0 PERSOMMEL_ID CHAR 8 0 0 PERSOMNEL_ID CHAR ] 0 0

0 FIRST_MAME CHAR 20 0 0 FIRST_MAME CHAR 20 0 0

0 NAME CHAR 20 ] 0 NAME CHAR 20 0 0

0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_MAME CHAR 20 0 0

0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0

0 SEX CHAR 1 0 0 SEX CHAR 1 0 0

0 NEIRTH DATE & 0 0 NEIRTH TIMESTAMP 16 0 0

0 CITY CHAR 20 ] 0 CITY CHAR 20 0 0

0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0

0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0

0 AREA_CODE CHAR 6 0 0 AREA_CODE CHAR & 0 0

0 PHOME CHAR 15 0 0 PHOME CHAR 15 0 0

0 DEFT CHAR & ] 0 DEFT CHAR & 0 0

0 JOB_TITLE CHAR 25 ] 0 JOB_TITLE CHAR 25 0 0

0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0

0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 10 0

Populate columns ——————————————— [ Target Table
' Source Columns Clear Target | Drop Target Table |
" Target Columns Cle ) Cancel |

3. Under Populate columns, click Source Column. Click the Source Column box for the replication you
wish to change. A drop down arrow appears. Click on the arrow and a list of available source column
names appears.
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= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES x|

Mapping Edit Columns

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 15N INTEGER 10 0
0 PERSOMNEL_ID CHAR ] 0 0 PERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 | CHAR 20 0 0 MIDDLE_MAME CHAR 20 0 0

|SN T A A A A
0 PERSONNEL_ID CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 FIRST NAME __ICHAR 1 0 0 SEX CHAR 1 0 0
0 NAME DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
MIDDLE_NAME A A
0 MAR_STAT CHAR 20 0 0 CITY CHAR 20 0 0
0 SEX ~| CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHOME CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0
0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 10 0
Populate columns Target Table
s Jomer ol R Clear Target | Drop Target Table | Done
" Target Columns Clesr Source Cancel

Vi
Select the source column name to map the corresponding target column to.
= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES x|
Mapping Edit Columns
Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 15N INTEGER 0 0
0 PERSOMMEL_ID CHAR 8 0 0 PERSOMMEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
BT
0 | CHAR 20 0 ] MIDDLE_MNAME CHAR 20 0 0
ISN I i i A
0 PERSONNEL_ID CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 FIRST MAME CHAR 1 0 ] SEX CHAR 1 ] ]
0 NAME DATE 6 0 ] NEIRTH TIMESTAMP 16 0 0
MIDDLE_NAME i A
0 MAR_STAT CHAR 20 0 0 CITY CHAR 20 0 0
0 SEX ~| CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA_CODE CHAR & ] 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHOME CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 0 0
0 LEAVE_TAKEN INTEGER 4 ] 0 LEAVE_TAKEN INTEGER 4 10 0
Populate columns Target Table
O Frien Tl Clear Target | Drop Target Table | Done |
" Target Columns Cancel |
Vi

The selected Source Column will map to the corresponding Target Column.
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x
Mapping Edit Columns
Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
D INTEGER ] D ISN INTEGER 1 ]
D PERSOMMELID CHAR 3 0 0 PERSONNELID CHAR 3 0o
0 FIRST NAME CHAR 00 FIRST NAME CHAR 0D
0 JFIRST NA ] ; ‘NAME . : i
0 MIDDLE_NAME CHAR 0 0  MDDLE_NAME CHAR 20 0 0
0 MAR_STAT CHAR i 00 MARSTAT CHAR i 0o
D SEX CHAR i 00 sEx CHAR i 0o
0 NBIRTH DATE B 00 NBIRTH TIMESTAMP 18 0D
0oy CHAR 20 00 oy CHAR 20 0o
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0o
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0o
D AREA CODE CHAR 6 0 0 AREACODE CHAR & 0o
0 PHOMNE CHAR 15 00 PHONE CHAR 15 0D
0 DEPT CHAR 6 00 DEPT CHAR 6 0o
0 JOB_TITLE CHAR 25 00 JOBTITLE [v|CHaR 25 0o
0 LEAVE DUE INTEGER 4 0 0 LEAVEDUE INTEGER 4 w0
D LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 w0

Populate columns ——————————————— ~Target Table
s Jomer ol R Clear Target | Drop Target Table | Done

" Target Columns (Clesr Source

Click Done. The Open Systems Event Replication window reappears.

Note: The ISN field is always shown in the column map because replication requires a unique key present
to work and if there are no other unique keys on the table the ISN can then be used. The ISN is shown even
if the table was built with a Create Table statement that did not specify an ISN.
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Changing Target Column Mapping

Changing target column mappings includes:
e Opening a CONNX Data Dictionary (CDD)

e Changing which target column a source column is mapped to

Change the target column mappings if:

=  You wish to change which target column a source column is mapped to

After you change the column mappings you will be able to:

e Deploy the replication (which will start replicating data from source database to target database)

When the Event Replicator creates a Target Table, it assigns column source and attributes based on the associated
Source Table. Map Columns allow you to change which target column a source column is mapped to

Note: The Source and Target columns must have compatible data types, lengths, precisions and scales.

Note: You can not use the Open Systems Event Replicator to delete a row from the Source Table.

Open the Open Systems Event Replicator CDD.

2. Select a Target Table to modify. Click Map Columns. The Map Columns window for an existing target
table appears.

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test?6x64.dbo.El 0 x|

Mapping Edit Columns

Index | Source Column Data Type Scale | Target Column Data Type
1 EIHTEGEF‘. 0 EIHTEGEF‘. : ;

0 PERSOMMEL_ID CHAR 8 0 0 PERSOMMEL_ID CHAR 2 0 0
0 FIRST_MAME CHAR 20 ] 0 FIRST_MAME CHAR 20 0 0
0 NAME CHAR 20 0 0 NAME CHAR 20 0 0
0 MIDDLE_NAME CHAR 20 0 0 MIDDLE_MAME CHAR 20 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT CHAR 1 0 0
0 SEX CHAR 1 ] 0 SEX CHAR 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA_CODE CHAR & ] 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHOME CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 10 0
0 LEAVE_TAKEN INTEGER 4 ] 0 LEAVE_TAKEN INTEGER 4 10 0

Populate columns —————— [~ Target Table
* Source Columns Clear Target | Drop Target Table |

" Target Columns
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Under Populate columns, click Target Columns.

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

Mapping Edit Columns

Index | Source Column Scale | Target Column

I INTEGER : 00

0 PERSONNEL_ID CHAR g 0 0  PERSONNEL_ID
0 FIRST_NAME CHAR 000 FIRST_NAME
0 NAME CHAR 20 0 0 NAME

0 MIDDLE_NAME CHAR 200 0 0  MDDLE_NAME
0 MAR_STAT CHAR 1 0 0 MARSTAT

0 SEX CHAR 1 00 SEX

0 NBIRTH DATE § 0 0 NEIRTH

0 cmy CHAR 2 0 o cny

0 POST_CODE CHAR 0 0 POST_CODE
0 COUNTRY CHAR 3 0 0 COUNTRY

0 AREA_CODE CHAR § 0 0 AREA_CODE
0 PHONE CHAR 15 0 0 PHONE

0 DEPT CHAR § 0 0 DEPT

0 JOBTITLE CHAR 25 0 0 JOBTILE

0 LEAVEDUE INTEGER 4 0 0 LEAVEDUE

0 LEAVE TAKEN INTEGER 4 00 LEAVE TAKEN

INTEGER :

CHAR )
CHAR 20
CHAR 20
CHAR 20
CHAR 1
CHAR 1
TIMESTAMP 18
CHAR 20
CHAR 10
CHAR 3
CHAR §
CHAR 15
CHAR §
CHAR b2
INTEGER 4
INTEGER 4

(=]

=i = == F = F e T e F e F e e F e F e T oo Y e F e

[=H=]

Populate columns —————— [~ Target Table
W Frien Tl Clear Target Drop Target Table |

% Target Columns Tl Bres |

Click the Target Column box for the replication you wish to change. A drop down arrow appears. Click

on the arrow and a list of available source column names appears.

= Open Systems Event Replicator - Map Columns: test4.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES ﬂ
Mapping Edit Columns
Ingex | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
T 5N INTEGER 1 0 0 SN INTEGER
0 PERSONMEL D CHAR 3 0 0  PERSONNEL ID CHAR 3 0o
0 FIRST_NAME CHAR 20 0 0  FIRST_NAME CHAR 20 00
: : ‘CHAR : : NAME -

‘0 MIDDLE_NAME CHAR 20 0 0 |PERSONNELID =] CHAR 20 D 0
0 MAR_STAT CHAR i i o CHAR 1 0o

NAME

0 SEX CHAR 1 0 0 |MDDLE NAME CHAR 1 00
0 NBIRTH DATE 6 00 |MAR_STAT —ITIMESTAMP 16 0o
0 ciry CHAR Pl R ﬁgaTH CHAR BV (VR
0 POST_CODE CHAR 10 00 oy +|CHAR 10 0o
0 COUNTRY CHAR 3 00 COUNTRY CHAR 3 0o
0  AREA_CODE CHAR 6 0 0 AREACODE CHAR 6 0o
0 PHONE CHAR 15 0 0  PHOME CHAR 15 00
0 DEPT CHAR H 0 0 DEPT CHAR 6 0o
0 JOB_TITLE CHAR 25 0 0 JOBTITLE CHAR 25 00
0 LEAVE DUE INTEGER 1 00 LEAVE DUE INTEGER i W
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 00

Populate columns ———————— Target Table
™ Source Columns Clear Tiarget Drop Target Table |

* Target Columns Tl Fries |
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5. Select the target column name to map the corresponding target column to.

i
Mapping Edit Columns
Indesx | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prac | Scale |
IRED INTEGER 1 0 0 SN INTEGER 1 0 0
0 PERSONNEL_ID CHAR 3 0 0  PERSONNEL ID CHAR 3 0o
0 FIRST_NAME CHAR 20 0 0  FIRST_NAME CHAR 20 00
0 NAME : : 0 s =
‘0 MIDDLE_NAME "CHAR 20 0 0 |PERSONNELID ~| CHAR 20 0 0
0 MAR_STAT CHAR 1 0o CHAR 1 0o
NAME
0 SEX CHAR 1 0 0 |DDLE NAME CHAR 1 00
0 HEIRTH DATE & 00 |MAR_STAT —ITIMESTAMP 16 0o
o ey CHAR 3 6 g?HTH CHAR 7 6
0  POST_CODE CHAR 10 I R e «|CHAR 10 0o
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 00
0 AREA CODE CHAR H 0 0 AREACODE CHAR 6 0o
0 PHONE CHAR 15 0 0  PHONE CHAR 15 00
0 DEPT CHAR H 00 DEPT CHAR & 0o
0 JOB_TITLE CHAR 25 0 0 JOBTITLE CHAR 25 0o
0 LEAVE DUE INTEGER 4 0 0  LEAVEDUE INTEGER 4 00
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 S

Populate columns ——————————————— [ Target Table
" Source Columns { | Drop Target Table |

Done
¥ Target Columns Clear Source | Cancel |

6. The selected Source Column will map to the corresponding Target Column..

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

Mapping Edit Columns

Index | Source Column | Data Type | Length | Prec | Scale | Target Column | Data Type | Length | Prec | Scale |
1 15N INTEGER 4 0 15N INTEGER 4 0 0
0 PERSOMNEL_ID CHAR ] 0 0 PERSOMNEL_ID CHAR 2 0 0
0 FIRST_MAME 0 FIRST_MAME 0
1] I (ST TIARE p3 C 00
‘0 MIDDLE_NAME 0 WMIDDUE FAME : 200 0 0
0 MAR_STAT CHAR 1 0 0 MAR_STAT 1 0 0
0 SEX CHAR 1 0 0 SEX 1 0 0
0 NEIRTH DATE & ] 0 NEIRTH TIMESTAMP 16 0 0
0 CITY CHAR 20 0 0 CITY CHAR 20 0 0
0 POST_CODE CHAR 10 0 0 POST_CODE CHAR 10 0 0
0 COUNTRY CHAR 3 0 0 COUNTRY CHAR 3 0 0
0 AREA CODE CHAR & 0 0 AREA CODE CHAR & 0 0
0 PHOME CHAR 15 ] 0 PHOME CHAR 15 0 0
0 DEPT CHAR 6 0 0 DEPT CHAR 6 0 0
0 JOB_TITLE CHAR 25 0 0 JOB_TITLE CHAR 25 0 0
0 LEAVE_DUE INTEGER 4 0 0 LEAVE_DUE INTEGER 4 0 0
0 LEAVE_TAKEN INTEGER 4 0 0 LEAVE_TAKEN INTEGER 4 0 0
Populate columns ——————————————— ~Target Table
W Frien o Clezr Target | Drop Target Table | Done
i+ Target Columns Clear Source | Cancel
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7. Click Done. The Open Systems Event Replication window reappears.

Note: The ISN field is always shown in the column map because replication requires a unique key present
to work and if there are no other unique keys on the table the ISN can then be used. The ISN is shown even
if the table was built with a Create Table statement that did not specify an ISN.
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Clearing Source Column Mapping

Clearing source column mappings includes:
e Opening a CONNX Data Dictionary (CDD)

e  Clearing the target columns

Clear the source column mappings if:

= The default target mappings are incorrect

After you clear the source mappings you will be able to:
e Select the correct target columns to map to the source columns

e Deploy the replication (which will start replicating data from source database to target database)

Map Columns allow you to change which source column a target column is mapped to.

If you wish to change most of the source column mapping in a Target Table, you may find it easier to start with
blank Target column names. The column names will still appear in the drop-down list.

Open the Open Systems Event Replicator CDD.

2. Select a Target Table to modify. Click Map Columns. The Map Columns window for an existing target
table appears.

= Open Systems Event Replicator - Map Columns: test4.dbo.EMPLOYEES to test26x64.dbo EMPLO ﬂ

Mapping Edit Columns

Ingex | Source Column Target Column

1 TEGER ; 0 D iISN /INTEGER ; (10 30
0 PERSONNEL ID CHAR ) 0 0  PERSONNEL ID "CHAR 8 0 0
0 FIRST_NAME CHAR 2000 0 FIRST_NAME CHAR 0
0 NAME CHAR 2067770 0 NAME CHAR 70
0 MIDDLE_NAME CHAR 2000 0 MIDDLE_NAME CHAR GV (VR
0 MAR_STAT CHAR ] 070 AR STAT CHAR i (R
0 sEx CHAR 3 R | =" CHAR i 6
0 NBIRTH DATE g o0 NBIRTH TIMESTAMP 0
0 ciry CHAR 70 0 ey CHAR BV (VR
0 POST CODE CHAR 0 0 POsT_CODE CHAR SV R
0 CouNTRY CHAR 3 00 counTRY CHAR 3 i
0 AREA CODE CHAR g 60 AREA cObE CHAR g 6
0 PHONE CHAR 50 0 PHONE CHAR B0
0 DEPT CHAR 6 00 bEPT CHAR 6 6
0 JOB_TITLE CHAR 2500 JoBTLE CHAR w0
0 LEAVE DUE INTEGER 4 00 LEAVEDUE INTEGER 4 00
0 LEAVE TAKEN INTEGER i 00 LEAVE TAKEN INTEGER 4 0670

Populate columns —————————— ~Target Table
* Source Columns Clear Target | Drop Target Table |

" Target Columns

3. Under Populate columns, click Source Column.
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4. Click Clear Target. The Target Column names are blanked out.
= Open Systems Event Replicator - Map Columns: test4.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES ﬂ

Mapping Edit Columns

Ingex | Source Column Sczle | Target Column

-]
-]

{INTEGER {UNKNOWN

[-
[-

“PERSONNEL_ID CHAR ) 0

[=f —

0 UNKNOWN 0 0 0
0 FIRST_NAME CHAR Pl R UNKNOWN i 60
0 NAME CHAR Pl R UNKNOWN ] 6
0 MIDDLE_NAME CHAR Pl R UNKNOWN ] i
0 MAR_STAT CHAR ] (VR URKNGW g (R
0 sEx CHAR 3 6 e UKNGW g 6
0 NBIRTH DATE g 6o UNKNOWN i 60
0 ciry CHAR Pl R UNKNOWN ] 6
0 POST CODE CHAR VR UNKNOWN ] i
0 CouNTRY CHAR 3 VR UNKNOWN ] i
0 AREA CODE CHAR g 6 e UKNGW g 6
0 PHONE CHAR B0 e UNKNOWN i 60
0 DEPT CHAR 6 0o UNKNOWN ] 6
0 JOB_TITLE CHAR 5770 e URKNGWN g I
0 LEAVE DUE INTEGER 4 VR UNKNOWN ] (R
0 LEAVE TAKEN INTEGER i 6 e UKNGW g 6

Populate columns —————————— ~Target Table
O Frien Tl Clear Target I Drop Target Table | Done |
™ Target Columns Clear Source Cancel |
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Clearing Target Column Mapping

Clearing target column mappings includes:
e Opening a CONNX Data Dictionary (CDD)

e  C(Clearing the source columns

Clear the target column mappings if:

= The default source column mappings are incorrect

After you clear the column mappings you will be able to:

e Select the correct source columns to map to the target columns

e Deploy the replication (which will start replicating data from source database to target database)

If you wish to change most of the target column mapping, you may find it easier to start with blank Source column
names. The column names will still appear in the drop-down list.

Open the Open Systems Event Replicator CDD.

2. Select a Target Table to modify. Click Map Columns. The Map Columns window for an existing target
table appears.

= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test?6x64.dbo.El 0 x|

Mapping Edit Columns

Index | Source Column Data Type Target Column Data Type

IRE TEGER : 0 0 K INTEGER : 050
0 PERSONNEL_ID CHAR g 0 0  PERSONNEL_ID CHAR ) 0 0
0 FIRST_NAME CHAR 000 FIRST_NAME CHAR 000
0 NAME CHAR 20 0 0 NAME CHAR 00 0
0 MIDDLE_NAME CHAR 200 0 0  MDDLE_NAME CHAR 00 0
0 MARLSTAT CHAR 1 0 0 MARSTAT CHAR 1 00
0 SEX CHAR 1 0 0 SEX CHAR 1 00
0 NBIRTH DATE § 0 0 NEIRTH TIMESTAMP i 00
0 cmy CHAR 2 0 o cny CHAR 00 0
0 POST_CODE CHAR 0 0 POST_CODE CHAR 00 o
0 COUNTRY CHAR 3 0 0  COUNTRY CHAR 3 00
0 AREA_CODE CHAR § 0 0  AREACODE CHAR § 00
0 PHONE CHAR 50 0 PHONE CHAR 5700
0 DEPT CHAR § 0 0 DEPT CHAR § 00
0 JOBTITLE CHAR 2% 0 0 JOBTILE CHAR B 0 0
0 LEAVEDUE INTEGER 4 0 0 LEAVEDUE INTEGER 4 o
0 LEAVE TAKEN INTEGER 4 0 0 LEAVE TAKEN INTEGER 4 i 0

Populate columns —————————————— Target Table ————
{+ Source Columns Clear Target | Drop Target Table |

" Target Columns

3. Under Populate columns, click Target Column.

4. Click Clear Source. The Source Column names are blanked out.
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= Open Systems Event Replicator - Map Columns: testd.dbo.EMPLOYEES to test26x64.dbo EMPLOYEES

Mapping Edit Columns

Index | Source Column

Scale | Target Column

0 UNKNOWN : 0 INTEGER
0 UNKNOWN 0 0 0 PERSOMNEL_ID CHAR 2 0 0
0 LINENOWN 0 0 0 FIRST_NAME CHAR 20 0 0
0 LINENOWN 0 0 0 HAME CHAR 20 0 0
0 LINEMNOWN 0 0 0 MIDDLE_MNAME CHAR 20 0 0
0 UNKNOWN 0 0 0 MAR_STAT CHAR 1 0 0
0 UNKNOWN 0 0 0 SEX CHAR 1 0 0
0 LINENOWN 0 0 0 MNEIRTH TIMESTAMP 16 0 0
0 LINENOWN 0 0 0 CITY CHAR 20 0 0
0 LINEMNOWN 0 0 0 POST_CODE CHAR 10 0 0
0 LINEMNOWN 0 0 0 COUNTRY CHAR 3 0 0
0 UNKNOWN 0 0 0 AREA CODE CHAR & 0 0
0 LINENOWN 0 0 0 PHOME CHAR 15 0 0
0 LINENOWN 0 0 0 DEFPT CHAR & 0 0
0 LINENOWN 0 0 0 JOB_TITLE CHAR 25 0 0
0 LINEMNOWN 0 0 0 LEAVE_DUE INTEGER 4 10 0
0 UNKNOWN 0 0 0 LEAVE_TAKEN INTEGER 4 10 0

Populate columns Target Table
W Frien o | ’7 Drop Target Table Done
i+ Target Columns Clear Source I Cancel
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Importing and Exporting Column Mappings

Summary:

The Column Mapping Form has a feature to help save mappings once they have been created. In a
replication after finishing mapping the source columns to target columns, those mappings can be saved to
a file by selecting "Mapping --> Export". If something changes in the replication and you wish to retrieve
these saved mappings, you can select "Mapping --> Import" to bring them back into the replication.

Reasons to use:

After making changes to the default mappings in a replication, if the source or target table needs to be
changed outside of replication, the built mappings can be saved so the columns can be easily remapped
after the change. A few cases where it can save time to import column mappings:

- When the target table is changed to a different table that has a similar schema. When pointed to the
new target table the replication will reset to the default column mappings.

- Changing the source table results in a new replication.

Exporting Column Mapping to a file:

This is done while at the Column Mapping form. Select the "Mapping" menu item, then "Export". Then it
will prompt for a name and location of a file to save the mappings to. The mappings will be saved in a
comma separated format so they can be viewed and changed if desired with another file editor.

Importing a Column Mapping from a file:

This is done while at the Column Mapping form. Select the "Mapping" menu item, then "Import". Locate
the mapping file to import and press ok, then the column mapper will try to apply all the mappings saved
in the file to the open column mapping form. When importing, the mappings the on screen will be
overwritten by the mappings that are being imported. Columns mapped in the import file that are not on
the screen will be added. Some column mappings from the import file may not be resolved to the source
and target table columns and will not be added. Note, the validation of the mappings is performed when
the "Done" button is pressed on the column mapper, not on import. This gives the user the ability to
change a mapping that was imported but has data that is out of date with the new table.

Example:

Step 1: A replication that is has a target table with column mappings that include target column renames
and an expression on the source table. The user wishes to point the replication source to a different
target table. Since that will drop the existing column mappings, before changing the target table in the
replication, go into the Column Map form and Export the mappings with "Mapping" --> "Export": Press
done to go back to the main replication screen.
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= Open Systems Event Replicator - Map Columns: adabas.dbo.EMPLOYEES INCOME to SQL2005 32BIT. 5[
Mapping | Edit Columns
Pirz mn Scake | Target Column
Cancel - ;IHTEGEF-‘L 4 1] ] ;ISH ;IHTEGEF‘L 4
| Export |: CHAR 3 0 ] CURR_CODE CHAR 3 ] ]
. N 1D TINYINT 1 0 ] INDEX SMALLINT 2 5 ]
mpor
P INTEGER 4 0 ] LAST_SALARY INTEGER 4 10 ]
2 COL_SEQNO_1 SMALLINT 2 ] 0 POSITION SMALLINT 2 5 ]
0 CONCAT(CURR_CODE, .. UNKNOWN 0 0 ] LongCurr_Code WVARCHAR 20 0 ]

Paopulate columns Target Table
‘O P e s Clear Target | Drop Target Table | Done |

€ Target Columns Clean Source Cancel

Step 2: After changing the target table on the replication, open the Column map for that replication, it will
show the default column mappings. Import the colum mappings using "Mapping" --> "Import" and
selecting the file that was previously exported.
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= Dpen Systems Event Replicator - Map Columns: adabas.dbo.EMPLOYEES_INCOME to SQL2005 32BIT.d

Mapping | Edit Columns

Daone

Cancel

Export
Import

0 COL_SEQNO_1

{INTEGER

CHAR
TINYINT
INTEGER
SMALLINT

Seale | Target Column

VI . INTEGER
3 0 0 CURRCODE CHAR
1 00 UNKNOWN
4 00 UNKNOWN
2 00 UNKNOWN

[==Ta = E = ERFEE o

(== FR == Ly )

Populate columns Target Table
{* Source Columns Clear Target | Drop Target Table |

Clear Source

" Target Columns

Cancel

Step 3: Verify the new mappings from the import are what was desired and select Done to validate the

mappings.
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= Open Systems Event Replicator - Map Columns: adabas.dbo.EMPLOYEES INCOME to SQL2005 32BIT.d il

Mapping Edit  Columns

Indexx | Source Column Scale | Target Column

1 : ;IHTEGEF-‘L 4 : ;IHTEGEF‘. 4
] CURR_CODE CHAR 3 0 0 CURR_CODE CHAR 3 0 0
] COUNT_FIELD TINYINT 1 0 ] INDEX. SMALLINT 2 5 0
] SALARY INTEGER 4 0 ] LAST_SALARY INTEGER 4 10 0
2 COL_SEGQNO_1 SMALLINT 2 ] 0 POSITION SMALLINT 2 5 0
] CONCAT(CURR_CODE. . UNKNOWN 0 0 ] LongCurr_Code WARCHAR 20 ] 0

Populate columns Target Table
 sopacoms T | | v e

" Target Columns
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Deleting a Replication

Deleting a replication includes:
e Opening a CONNX Data Dictionary (CDD)

e Removing the replication from the Replication Design tab

Delete a replication if:

=  You no longer want to replicate this source data to this target table.

After you delete a replication you will be able to:

e Deploy the data dictionary (the deleted replication will be removed from the Controller)

You can only delete one replication at a time.

Deleting a replication does not remove the replication by itself. The replication will no longer appear in the
Replication Design tab. Data replication will continue until the next time the CDD is deployed.

Open the Open Systems Event Replicator CDD.

2. Select the replication you wish to delete and click Delete Rep. The following message appears:

Open Systems Event Replicator - Event ﬂ

3. Click Yes. The selected replication will be deleted no matter whether the replication is marked Active or
Create.

The replication no longer appears in the list of those available to be deployed.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd

ol x|
Eile Edit View Tables Servers Help
Replication Design | Deployed Replcations | Server Status | Controller: localhost
Rep # | Active | Source Database | Source Table | Target Database | Target Table | Create
1 W testd EMPLOYEES test26x64 EMPLOYEES -
| 2 WV testd EMFLOYEES_BONUS test26x64 EMPLOYEES_BONUS -
3 [ testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME r
| f4 [ testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG -
5 M ‘EMPLOYEES_LEAY : { EMPLOYEES_LEAVE_BO ]

in:ﬂap Columns [_# Validate Active |
[ Aél Build Targets | ['_&ccmﬁg Servers éj Deplay |

4.  When you are done deleting replications, click the File menu and then click Save.
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Viewing the Source Table Schema

Viewing the source table schema includes:

e Opening a CONNX Data Dictionary (CDD)

e Showing or hiding the source data base schemas

View the source table schema if:

=  You may have more than one table with the same name but different schemas

After you view the source table schema you will be able to:

e Map Columns

e Deploy the replication (which will start replicating data from source database to target database)

Open the Open Systems Event Replicator CDD.

2.  From the View menu, click Show Schema.

1=
File Edit | view Tables Servers Help
Show Schema c
Replication g ou Suppress Initil State Field | St2tus I Controller: focslhost
Rep # ® Auto Column Width Source Table | Target Database | Target Table | Create
| 1 Manual Column Width FMPLOYEES test2Bubd EMPLOYEES -
2 Connect to CDD Orly FMPLOYEES_BONUS test26xB4 EMPLOYEES_BONUS r
3 v testE MPLOYEES_INCOME test26ubd EMPLOYEES_INCOME [
B V  testd EMPLOYEES_LANG test26xbd EMPLOYEES_LANG -
5 W testd EMPLOYEES_LEAVE BOOK.. testZéxbd EMPLOYEES_LEAVE BOOK.. [
6 EMPLOYEES_ADDRESS_LINE:test26x64 {EMPFLOYEES ADDRESS_LI. : [

in:ﬂap Columns |

| g Build Targets | | ffForfia Servers

| J Validate Active |
% Dedloy |

The Open Systems Event Replication window now contains an additional column.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd 1Ol x|

Eile Edit View Tables Servers Help

Replication Design | Deployed Replcations | Server Status | Controller: localhost

Rep # | Active | Source Database | Schema | Source Table | Target Database | Target Table | Create
1 W testd dbo EMPLOYEES test26u64 EMPLOYEES -
| 2 WV testd dbo EMPLOYEES_BON.. ‘test26x64 EMPLOYEES_EO.. -
3 [ testd dbo EMPLOYEES_INCO.. test?6x64 EMPLOYEES_INC... r
| f4 [ testd dbo EMPLOYEES_LANG test?6x64 EMPLOYEES_LAN . -
5 [ testd dbo EMPLOYEES_LEAV... ‘test?6x64 EMPLOYEES_LEA . -
3 : EMPLOYEES_ADD... 26x64 {EMPLOYEES_ADD |

E, Ldd Tables | il:ﬂap Columns [_}, Validate Active |
& Delete Rep [ é Build Targets | ['_&ccmﬁg Servers éj Deplay |

3. When you are done viewing the schemas, you can click Hide Schema.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd 1Ol x|
Fle Edit | View Tables Servers Help
—_— Hide Schema Controller: localhost
Replicatior o suppress Initial State Field | Status I
Rep # ® Auto Column Width Schema | Source Table | Target Database | Target Table | Create
Manual Column Width bo EMPLOYEES test26u64 EMPLOYEES -
| Connect to COD Orly bo EMPLOYEES_BON.. test26x64 EMPLOYEES BO.. [
» v tesE dbo EMPLOYEES_INCO.. test?6x64 EMPLOYEES_INC... r
L | [ testd dbo EMPLOYEES_LANG test?6x64 EMPLOYEES_LAN . -
L | [ testd dbo EMPLOYEES_LEAV... ‘test?6x64 EMPLOYEES_LEA . -

i

Ldd Tables il:ﬂap Columns [_;J, Validate Active |
& Delete Rep [ :’él Build Targets | ['_&ccmﬁg Servers é_i Deplay |

This removes the schema column.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd 1Ol x|
Eile Edit View Tables Servers Help
Replication Design | Deployed Replications | Server Status I Controller: localhost
Rep # | Active | Source Database | Source Table | Target Database | Target Table | Create
1 W testd EMPLOYEES test26x64 EMPLOYEES -
WV testd EMFLOYEES_BONUS test26x64 EMPLOYEES_BONUS -
[ testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME r
[ testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG -
[ testd EMPLOYEES_LEAVE_BOOK.. test?6xb4 EMPLOYEES_LEAVE_BOO . -

i

Ldd Tables il:ﬂap Columns [_;J, Validate Active |
& Delete Rep [ :’él Build Targets | ['_&ccmﬁg Servers é_i Deplay |
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Configuring Replication and Source Database Servers

Configuring replication and source database servers includes:
e Opening a CONNX Data Dictionary (CDD)
e  Entering the CONNX login credentials
e  Specifying the replication server and its communication port

e  Assigning a source database communication port

Configure the replication and source database servers if:

= The configuration information is missing, changed, or incorrect

After you configure the replication and source database servers you will be able to:
e Add source tables to be replicated

e Deploy the replication (which will start replicating data from source database to target database)

Open the Open Systems Event Replicator CDD.
2. Click Config Servers. The Configure Servers window appears.

e Open Systems Event Replicator - Configure Serve ﬂ

—CONMNX Logon Credentials

Userlame I Test Connection |

Passwaord I

—Replication Server

MName/Address Paort I 200
Parallel fransaction count Ig 3:

—Select Source Database Port

DBID1 =] Pert [ 500 Applytng.l||

3. Enter your User Name and Password in CONNX Logon Credentials and click Test Connection. If the
data is valid, the following message window appears:
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Open Systems Event Replicator - Confi El

Connection successful,

4. Click OK. The message window closes.

5.

To configure a replication server, enter the server name or IP address of the Replication Server in

Name/Address and the server port number in Port.

Parallel transaction count specifies the number of transactions that will be processed in parallel. For initial
state processing, this will be the number of simultaneous initial states that are running. Although the
optimum value for this field is dependent on the available memory and speed of the server, a general

guideline is to set this value to 2x the number of processor cores.

= Open Systems Event Replicator - Configure Servers

—CONMX Logon Credentials

x|

Userlame IEI Test Connection |

Passwaord I*

—Replication Server
Mame/iddress

test 2habd

Port | 9200

Parallel fransacton count

=

—Select Source Database Port

DBID1 =] Pert [ 500 Applymgn|

Note: The default port number is 9200.

To set the server port number on a single Source Database, select the Source Database from the list, enter

the server port number in Port, and click Set Port.

Note: Do not click Apply to All if you only want to set the port number on a single Source Database.

To set the same server port number for all the databases, enter the server port number in Port, and click

Apply to All. You do not have to select any Source Databases.
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Note: You cannot add a Source Database here. To add a Source Database to the CONNX Data Dictionary,
use the CONNX Data Dictionary Manager. For more information about the CONNX Data Dictionary
Manager, see CONNX Basics - Working with CDDs in the CONNX User Reference Guide.

8. Click Done.
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Viewing Server Status

Viewing server status includes:
e Opening a CONNX Data Dictionary (CDD)

e Viewing the current state of all the replication servers.

View the server status if:

=  The log file contains error messages about a server.

After you view the server status you will be able to:
e  Stop the replication servers

e Restart the replication servers

You may want to view the server status if you receive an error message about a server.

1. Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab. The following appears:

= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd

File Edit Wiew Servers Help

Replication Design I Deployed Replications

=10l x|

State Description
: Waiting.....

Server Type | Server Name/Address

4| |

Debug Level

é? Refresh |

When the server information has been retrieved, the following displays:
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil

File Edit View Servers Help

Replcation Design | Deployed Replications  Server Status | Last Refresh: 3:11:50 PM

Server Type | Server Name/Address State Description Queue Length Debug Level

Replication ‘ State Description Initizl State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES —-> EMPLOYEES Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES. . Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_LANG > EMPLOYEES_LANG Replicating. 2010-08-1015:11:28 2010-08-10 15:11:30 00:00:02
. EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
. Producer testd Replicating. MN.A None
Contreller bluten2008 Replicating. MLA None
‘ |
l_é Refresh | O Restart Servers

Stop Targets

This grid contains the status for all the Replication components. The columns and their meaning are as follows:

Server Type

Server Name/Address

This is the name of the server that the corresponding component is installed on.

State Description

This tells the current state of the component or replication. Potential values and their meaning are as
follows:

¢ Quecue Length
This indicates the number of elements in the queue. In normal operation, this number will grow
and shrink depending on load. A rapid increase in this number that never goes down is an

indication that the target database is offline and transactions are queuing but not being processed
on the target.

e Debug Level

This indicates the debug level of each component

e  Messages

If there are any error messages associated with this component, they will be displayed here. Hint:
Double click on this field to display the entire message in an edit box for easier reading.

The server status information will automatically refresh every 30 seconds. To manually refresh the server status,
click the Refresh button.
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The Time field in the upper right corner will contain the latest refresh time.

You can also adjust the display column width.

For more information about server status and a full description of the potential State Description values, see Server
Status Tab.
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Building New Target Database Tables

Building new target database tables includes:
e Opening a CONNX Data Dictionary (CDD)
e C(Creating target database tables

Build new target database tables if:

=  You wish to create target database tables without deploying replications.

After building new target database tables you will be able to:

e Deploy the replication (which will start replicating data from source database to target database)

You can build new target tables without deploying the Event Replicator.

Note: The Event Replicator can not build tables for Adabas target databases. The table must exist on the target
Adabas database and be imported into the CDD before it is enabled for replication.

To add an existing target database tablet to the Event Replicator, see Adding a Table to the Event Replicator.

If a target table is new and does not exist on the target database, the Target Table name will be red and its row will
have a check in the Create Table column.

1. Open the Open Systems Event Replicator CDD.

2. Go to the target table row, click Active and click Build Targets. This will create the table on the target
database without deploying the replication.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd 1Ol x|

Eile Edit View Tables Servers Help

Replication Design | Deployed Replications | Server Status I Controller: bluton2003

Rep # | Active | Source Database | Source Table | Target Database | Target Table | Create
1 W testd EMPLOYEES test26x64 EMPLOYEES =l
| 2 WV testd EMFLOYEES_BONUS test26x64 EMPLOYEES_BONUS I~
3 [ testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME =
| f4 [ testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG I~
|_[5 Vv ~

testd EMPLOYEES_LEAVE_BOOK.. test?6xB64 EMPLOYEES_LEAVE_BOO
] EMPLOYEES_ADDRESS_LINE w64 MPLOYEES_ADDRESS_LI

i

Ldd Tables il:ﬂap Columns [_;J, Validate Active |
& Delete Rep [ :’él Build Targets | ['_&ccmﬁg Servers é_i Deplay |

A dialog box showing status will be displayed. If there are any errors, those errors will be displayed in this
dialog box.
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Dropping and Recreating Target Database Tables

Dropping and recreating new target database tables includes:
e Opening a CONNX Data Dictionary (CDD)
e Dropping selected target tables

e Recreating selected target tables

Drop and recreate new target database tables if:
=  The target data is not valid
=  The target data is out-of-date

= [t's easier to re-create the target data than try to fix it before deployment

After dropping and recreating new target database tables you will be able to:

e Deploy the replication (which will start replicating data from source database to target database)

There are two ways to drop and recreate tables on the target database without deploying the Event Replicator.

If a target table exists on the target database, there is no check in the Create Table column.

1. Open the Open Systems Event Replicator CDD.
2. Go to the target table row, click Active, click Create, and click Build Targets.
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Open Systems Event Replicator - Event Replication for C:\Documents and ...My CDDs\docdemol.cdd

EMPLOYEES_BONUS test2E464 EMPLOYEES_BONUS
EMPLOYEES_FLAT test26x64 EMPLOYEES_FLAT
EMPLOYEES_INCOME test2E464 EMPLOYEES_INCOME
EMPLOYEES_LANG test25464 EMPLOYEES_LANG
EMPLOYEES_LEAVE BOOKED test26xEd EMPLOYEES_LEAVE_BOOK..
EMPLOYEES . EMPLOYEEST
EMPLOYEES_ADDRESS_LINE  test26xEd EMPLOYEES_ADDRESS L. [

RRRKR

<]

=l

This will drop and recreate the table on the target database without deploying the replication.

If the purpose of dropping the target table is to change the column mapping, the target table can also be dropped
from within the Map Columns Dialog by pressing the Drop Target Table button. (this button is only visible when
mapping to an existing target table) After dropping the table and re-mapping the columns, press the Done button to
return to this screen. The Create check box will be checked. Press Build Targets to rebuild the target table.

Caution: Drop and recreate will delete all data in the target table.
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Deploying the Event Replication

Deploying the event replication includes:
e  Opening a CONNX Data Dictionary (CDD)
e  Marking replications to be deployed as active

e Deploying active replications to the replication controller

Deploy the event replication if:

=  You want to begin actively replicating your source data to the target databases

After deploying the event replication you will be able to:

e Check server status

All changes made using the Open System Event Replicator must be deployed to the appropriate replication server
for them to take effect.

Note: If the event producer and controller were installed on different machines, start the message queue on both
machines (Windows or UNIX) before deploying a replication.

1. Open the Open Systems Event Replicator CDD.
2. To deploy a replication, click Active in that row.
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

Eile Edit YWiew Tables Servers Help

Fieplication Design | Deployed Replications | Server Status I Controller: Igottiebz008
Ada # | Active | Source D atabase | Source Table Target Databaze Target T able
V¥ sounce 9 target 29
it ¥ sounce 11 target 11
[ WV sounce 12 target 12

& Delete Rep @ Build Traraets | | @ Config Servers

E Add Tablesl il: Iap Columnz | J Walidate ﬁctivel

a'_J Deploy

3. Validate that the active replications are ready to be deployed.

Click Deploy. A status dialog will appear displaying each step and status of the deployment process. When
the deploy is complete there will either be message showing that the system is replicating or processing

initial states. If there are any errors during the deploy process, they will be displayed in this message box.
For mor information on status after a deploy, go to the Server Status tab.

The Ada # column will be blank until the deploy has completed. In an Adabas to Adabas replication environment,
the Ada # relates to the ID column from the Adabas adaopr command when using the display=replication option.

For more information about the adaopr command and the replication related options, please see the Adabas Utilities
documentation on the Software AG Empower website.

Note: Starting with version 12 SP3, Adabas to Adabas replications can no longer be undeployed by unchecking the

Active checkbox and redploying. To undeploy an individual Adabas to Adabas replication, use the UnDeploy
Selected button on the Deployed Replications tab.
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Performing an Initial State

Performing an Initial State includes:
e Opening a CONNX Data Dictionary (CDD)

e  Moving a copy of the source database into the target database
Perform an Initial State if:
= The target database is corrupt

=  An unrecoverable error occurred

After performing an Initial State you will be able to:

e Deploy the Event Replicator (which starts replicating data from source database to target database)

Initial State duplicates the data in the source database and inserts it into the target database.
Initial State replaces the entire contents of the selected target tables with the current version of the source tables.

1. Open the Open Systems Event Replicator CDD.
2. Click the Deployed Replications tab.

= Open Systems Event Replicator - Event Replication for CG:\CONNX32\UTILS\docdemo3.cdd o [ 34

File Edit View Tables Help

Replication Design  Deployed Replications ISenrer Status I

Source Table Target Table Select
 testd dbo. EMPLOYEES test?6x64 dbo EMPLOYEES N
testd.dbo. EMPLOYEES_BONUS test26x64. dbo. EMPLOYEES_BONUS -
testd.dbo EMPLOYEES_INCOME test26x64.dbo. EMPLOYEES_INCOME -
testd.dbo EMPLOYEES_LANG test26x64.dbo. EMPLOYEES_LANG -
testd dbo EMPLOYEES_LEAVE_BOOKED test?6x64. dbo. EMPLOYEES_LEAVE_BOOKED r
testd dbo EMPLOYEES_ADDRESS_LINE test26x64. dbo EMPLOYEES_ADDRESS_LINE -

E Select Al |
Elgeselectﬁ.ll | ‘*’[g I_ritiEIE-tEtsl
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3. Click the Select check box for the target tables you wish to overlay with the current source table contents
and click Initial State. The following message appears:

Open Systems Event Replicator - Event Replication [EJ

—

If the initial state request failed, the following message appears:

Cpen Systems Event Eeplicator - Event Replication

—

117



Adabas Open Systems Event Replicator

Suppressing an Initial State

Suppressing an Initial State includes:
e Opening a CONNX Data Dictionary (CDD)

e  Moving a copy of the source database into the target database

Suppress an Initial State if:
=  An initial state has already been performed and the replication has been undeployed
= The target table has been synchronized with the source with an outside tool

= The system experienced a crash and you need to bring replication back on-line as soon as
possible and you can tolerate some inconsistencies between the source and target tables.

Important note: Suppressing an initial state is an Advanced function and should only be done if you can
guarantee that the target table is an exact copy of the source table. If the initial state process is not done, it is
possible that the source and target tables will not contain the same records and errors may occur during the
normal replication process. If this occurs, it is strongly recommended that an initial state be performed. In the
case of recovering after a system wide failure, it is possible that the Replication Server will be unable to recover
its internal configuration files. In this case a redeploy is required. If the initial state is suppressed at this time, it
is strongly recommended that a manual initial state be performed as soon as possible.

To prevent an Initial State from occurring when a replication is deployed, an advanced feature
called No Initial State must be activated. To activate this feature, go to the View Menu on the
Replication Design tab and select Show Suppress Initial State Field.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd — |E||i|
Elle Edit | view Tables Servers Help
. Show Schema Controller: bluton2008
Replicatior oy Suppress Initial State Field | Status |
Rep # ® Auto Column Width Source Table | Target Table
DI venua comn widh MPLOYEES { EMPLOYEES
e =T £MPLOYEES_BONUS test26x6d EMPLOYEES_BONUS r
3 W testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME r
BE F  testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG r
5 v tesid EMPLOYEES_LEAVE BOOK. test2fxfd EMPLOYEES_LEAVE BOO. [
L W testd EMPLOYEES_ADDRESS_LINE testZ6x64 EMPLOYEES_ADDRESS L. [
[l Add Tables =Msap Columns | J Validate Active
[ Delete Rep | & Build Targets | | pCorfig Servers @) Derloy

A new column named No Initial State will now be displayed on the right side of the screen.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd

File Edit | View Tables

ot Hide Schema
e el e e e e ]

Servers Help

Rep #

# Auto Column Width

I- Manual Column Width

=101 %]

Controller: bluton2008

Source Tab | Target Database
gEr-ﬂF'LCI'T‘E. i Wb

Target Tabl

{EMPLOYE_. |

Create | No Initial State

2 e fibo EMPLOYE.. EMPLOYE. [ r
WE 7 testd dbo EMPLOYE. EMPLOYE. r
4 [ testd dbo EMPLOYE. EMPLOYE. [ r
Wi P tesid dbo EMPLOYE. EMPLOYE. -
Wi 7 testd dbo EMPLOYE. EMPLOYE. r

E Add Tables il:ﬂap Columns [_‘# Validate Active

| & Build Targets | | pCorfig Servers

é_-j Deploy

Check this box for each replication you wish to suppress the initial state for and press the Deploy
button. After the Deploy, no initial states will occur for the selected replications. After the
deploy, any transactions that occur on the source table will be replicated to the target. If the

target table is not in sync with the source table, errors will occur.
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Un-Deploying all Replications

Un-Deploying all replications includes:

Opening a CONNX Data Dictionary (CDD)
Removing the CDD from the Controller

Removing all active replications

Un-Deploy all event replications if:

The target database will be out of service for an extended period

You no longer want to use this target database

After un-deploying all replication you will be able to:

Do maintenance on the target database
Replicate to a new target database
Use a different Controller

Create a new CDD and use the new CDD for replication

Un-deploy All will un-deploy all active replications at once and put the controller and EP in an idle state.

Un-deploy All un-deploys the entire CDD, not just the individual replications.

If you don't want to un-deploy all active replications, use the UnDeploy Selected button instead of the UnDeploy
All button.

1.

Open the Open Systems Event Replicator CDD.

2. Click the Deployed Replications tab.
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd
File Edit Yew Tables Help

Replication Design Server Statusl

Source Table Target Table Select
{target, File 29 N
source, File 11 target, File 11 O
zource, File 12 target, File 12 O
source, File 13 target, File 13 O

UnDeploy Selected Select All
L%
|.3( UnDeplog &l | Egesehecmu | ‘9[3 Initial State

3. Click Un-Deploy All. The following message appears:

Open Systems Event Replicator - Event Re il

Warning: Clicking Yes will un-deploy ALL replications whether you do or don't click Select.

The following message appears:
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Open Systems Event Replicator - Deploy ﬂ

: Deployed replications have been successfully removed.
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Un-Deploying selected Replications

Un-Deploying selected replications includes:
e Opening a CONNX Data Dictionary (CDD)

e Removing individual replications from the active replications

Un-Deploy selected event replications if:
=  The target database will be out of service for an extended period

=  You no longer want to use some but not all of the current replications

Un-deploy Selected will un-deploy only those replications with the Select checkbox checked.

If you don't want to un-deploy all active replications, in the Replication Design tab, you can select those replications
you wish to un-deploy, clear Active, and click Deploy.

1. Open the Open Systems Event Replicator CDD.
2. Click the Deployed Replications tab.

= - Open Systems Event Replicator - Event Replication for C:%CONNX325UTILS  AZA.cdd
File Edit Yiew Tables Help

Replication Dezign Server Statusl

Source T able Target T able Select
sounce, File 3 target, File 29 N
zource, File 11 target, File 11 ||
source, File 12 target, File 12 O
source, File 13 target, File 13 O

UnDeploy Selected Select All
L%
|_a< UrDeplay 41 | Egesehacmu | ‘9[3 Iritial State
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3. Select a replication to Undeploy - in this case we will select file 11.

= - Open Systems Event Replicator - Event Replication for C\CONNX32\UTILS  AZA.cdd

File Edit Yiew Tables Help

Replication Design  Deploved Replications | Server Status

Source Table

Target Table Select
source, File 9 target, File 29 [

] ce gtarget, File 11
target, File 12 - r
target, File 13

source, File 12
source, File 13

[__* UnDeploy Selected

[_i, UnD eplay &1

=
2 |
g T
T | B
g | =
= | £

'S,

=

o

[

]

4. Click Un-Deploy Selected. The following message appears:

Open Systems Event Replicator - Undeploy status. |

UnDeploying selected Replications...

IInDeploving Replications

A message will be sent to the EP instructing it to remove the replication(s) specified from the list of
deployed replications.
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Note: If you use UnDeploy Selected to remove all the replications, the controller and EP will remain
active with nothing to do. If yo wish them to become inactive, use the UnDeploy All button.
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Stopping Event Replication

Stopping event replication includes:
e Opening a CONNX Data Dictionary (CDD)

e Stopping the target database from receiving replications

Stop event replication if:

= You wish to bring the server down to do any target database or server maintenance and bring the server
right back up.

= You wish to save all the replications generated by the source database without performing an initial
state.

After stopping event replication you will be able to:

e Perform maintenance on the target database

e Restarting event replication

To temporarily stop the Event Replicator without removing the deployed replications or losing any data that will be
copied to the target tables, stop the target servers.

Stop the target servers before you do any target database or server maintenance.

Note: Stop Targets does not stop individual servers. All target servers listed in the Server Status tab will be
stopped.

Note: Stop Targets does not stop source or replication servers.
e To stop source servers, stop the Adabas nucleus.

e To stop the replication server, go to the Microsoft Management Console and stop the CONNX
Replication Controller service.

Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab.
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd

File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status I

=lolx]

Last Refresh: 3:11:50 PM

Server Type | Server Name/Address

State Description

Queue Length Debug Level

4

Replication ‘ State Description Initizl State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
. EMPLOYEES > EMPLOYEES Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES.. Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_LANG —> EMPLOYEES_LANG Replicating. 2010-08-1015:11:28 2010-08-10 15:11:30 00:00:02
. EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
. Producer testd Replicating. MN.A None
Contreller bluten2008 Replicating. MLA None

| o Restart Servers

Stop Targets

3

. Click Stop Targets. While the target servers are being stopped, the following displays:

= - Dpen Systems Event Replicator - Event Replication for G\ CONNX32\UTILS \docdemo3.cdd
File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status |

=10l x|

Last Refresh: 11:31:28 AM

Server Type | Server Name/lddress State Description Queue Length Debug Level
Replication ‘ State Description Initial State Start Initial State End Total (HH:MM:S5) Messages
- EMPLOYEES_LEAVE BOOKED —» EMPLOYEES_LEAVE. Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES —-> EMPLOYEES Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_BONUS --» EMPLOYEES_BONUS Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES.. Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —> EMPLOYEES_LANG Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_INCOME --> EMPLOYEES_INCOME Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/lddress State Description Queue Length Debug Level Messages
... Producer testd Replicating. MLA. None
.. Controller bluton2008 Replicating. MLA MNone
. |
é Refresh |

status:

4. When the target servers have been stopped, the Consumer(s) and Replications will be in an Offline
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil

File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status I L=l Tt
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --> EMPLOYEES_LEAVE..  Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Regplication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ é Refresh | o Restart Servers

Stop Targets
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Restarting Event Replication

Restarting event replication includes:
e Opening a CONNX Data Dictionary (CDD)

e  Start the replication server, the source database and the target database

Restart event replication if:

= A error that caused replication to stop has been corrected

After restarting event replication you will be able to:

e Check the server status

If the Event Replicator has been stopped, restart the target servers to enable replication.

If a replication server or source database was stopped due to an error, Restart Servers can restart the replication
server or source database once the error condition has been corrected. See the log file in the Replication Log
Directory for more information.

All replications that have been processed while the servers have been stopped remain in the queue in the order
received. After the servers have been started, the Event Replicator processes the replications in the order they appear
in the queue.

Note: Restart Servers does not start individual servers. All severs listed in the Server Status tab will be started.

1. Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab.
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil
File Edit View Servers Help
Replcation Design | Deployed Replications  Server Status | Last Refresh: 11:37:08 AM
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --> EMPLOYEES_LEAVE..  Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Regplication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ 5@ Refresh | o Restart Servers

Stop Targets

Click Restart Servers.

= - Dpen Systems Event Replicator - Event Replication for G\ CONNX32\UTILS \docdemo3.cdd -3l x|
File Edit View Servers Help
Replication Design | Deployed Replications  Server Status | Last Refresh: 11:3%:08 AM
Server Type | Server Name/lddress State Description Queue Length Debug Level
Replication ‘ State Description Initial State Start Initial State End Total (HH:MM:S5) Messages
- EMPLOYEES_LEAVE_BOOKED > EMPLOYEES_LEAVE . Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES —> EMPLOYEES Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_BONUS —> EMPLOYEES_BONUS Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_ADDRESS_LINE > EMPLOYEES_ADDRES.. Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG > EMPLOYEES_LANG Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_INCOME --> EMPLOYEES_INCOME Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/lddress State Description Queue Length Debug Level Messages
... Producer testd Starting.... A None
.. Controller bluton2008 Starting.... MLA MNone
. |
é Refresh | @ Restart Servers |

When the servers have been started, the following appears:
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil
File Edit View Servers Help
Replcation Design | Deployed Replications  Server Status | Last Refresh: 11:41:08 AM
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Replicating 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replicating 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ é Refresh | o Restart Servers

Stop Targets
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Starting, Stopping and Getting Status from the Event Server

On Windows:

On a Windows system, the Event Server and Message Queue are installed as Windows Services
and will start automatically when Windows starts. If you wish to stop the Event Server or the
Message Queue, go to the Windows Services manager, select the service you wish to stop and
select Stop from the Action menu item.

On Unix:

On a Linux/Unix system, the Event Server and Message Queue can be started and stopped with
start and stop parameter.

The syntax for the Message Queue is:
/maqserver [start|stop|status]

The syntax for the Event Server is:
.Jeventserver [start|stop|status]

The status parameter displays whether or not the server is running. If the server is already
running when you pass in the start parameter, the server will first be stopped and then restarted.

Note: The Message Queue should be started before the Event Server and the Adabas nucleus
that is involved in replication. If the Message Queue is not started first, error messages will
appear in the log files indicating that either the EP or the Controller could not contact the Message
Queue. These messages will continue to appear until the Message Queue is started. When
stopping services, the Message Queue should be stopped last.

133



Adabas Open Systems Event Replicator

Event Replicator Tutorials

About Event Replicator Tutorials

Each event replication tutorial contains a script listing the topics you need to follow to perform common replication
activities. Click on a topic title in the script and the topic instructions appear.

You can find generic information about the topics in the event replication scripts in the Using the Event Replicator
chapter.
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Performing a Simple Replication - Adabas to Relational Database

This tutorial replicates a table from an Adabas database to a SQL Server database. If you do not have access to SQL
Server, Microsoft provides a free version called SQL Server Express Edition. For more information see Microsoft's

web site.

Prerequisites:
e Install Adabas version 6.1.4 or above.
e Install ConnecX SQL Engine 1.1.2 or above
e Install the Open Systems Event Replicator
e  Create an Adabas database with a DBID of 1 using the Adabas sample tables. For this example, we will be
using the Adabas sample table EMPLOYEES-NAT (Filell)
e  Start the Adabas database.

e An available SQL Server database. For this tutorial, we recommend that you create a database named
Replication. Otherwise, you can use any existing SQL Server database.

Create a CDD containing the source and target databases
1. On the Start menu, click Programs, click CONNX Driver and then click CONNX Data Dictionary. The
Open window appears.

Cus ] -

Chapter 3.cdd
%] SAMPLES.COD
@ webquartztemplate. cdd

Deszktol Ju]

i

dy Documents

.
by Cormputer

[

——
CONNXDDsfCOD) [
-

2. Click Cancel. The CONNX Data Dictionary Manager window appears.
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= CONNX - CONNX Data Dictionary Manager

Di=(d &[s|E S 2

Importing the Adabas Source Tables

1. Click Import. The Import CDD window appears.
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Import CDD

ADABAS FOT Import

E500
<Mew Database Container: |_

2. InImport Type, select FDT Import. Type 1 in Database ID. Type 255 in MAX ADABAS File #. Type in
the logon information.

Warning: Do not use localhost as the server name for the Adabas Source tables. In certain instances using
localhost as the server name may cause you to lose all your source table records during an initial state.

Click OK. The CONNX Import Table Selection window appears.
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CONNX Import Table Selection

ADARAS FILE T

ADABAS_FILE 9

ADABAS FILE_12

ADABAS FILE 11
ADABAS_FILE 13

Select ADABAS FILE 11 and click Add.

CONNX Import Table Selection

ADABAS_FILE_1 ADABAS_FILE_M

ADABAS FILE_3
ADABAS_FILE_3

ADABAS FILE_12
ADABAS FILE_13

3. Click OK. The ADABAS Count Selection window for the source table appears.
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ADAEBAS Count Selection

__ ltemMName | Column/Group | Max Repeat

4. Accept the default values and click OK. The CONNX Data Dictionary Manager window containing the
source table information appears.

= CONNX - CONNX Data Dictionary Manager

DiS|d| &[] )2

B CONNK Wiews
= @ localhost [ADABAS)

ElaDeBas_FILE_11
EADARAS_FILE_11_AIC
EADABAS_FILE_11_AQC
EADABAS_FILE_11_ATC
ElaDaBas_FILE_11_awC
EADABAS_FILE_11_AZC
EADABAS_FILE_11_FLAT

You have imported the Adabas source tables into the CDD.
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5. Rename the database from localhost to DBID1. In the CONNX Data Dictionary window, click localhost
(ADABAS).Click Rename. On the Rename Object window type DBIDI.

= CONNX - CONNX Data Dictionary Manager

Dl=(E &l=|@ 87

1 [ADABAS)
ElADABAS_FILE_11
EADABAS_FILE_11_AIC
EADAEAS_FILE_11_AGC
EADABAS_FILE_11_ATC
ElADABAS_FILE_11_AWwTC
El4DABAS_FILE_11_4ZC
EADABAS_FILE 11 FLAT

Imeorting the Target Database

1. Click Import. The Import CDD window appears.
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Import CDD

-
.
—

SCL Server |_

In Import Type, select SQL Server.

In Select Provider Type, click OLEDBC Provider. Click Select Provider. The Data Link Properties
window appears. Select Microsoft OLEDB Provider for SQL Server and click Next. The Data Link
Provider appears.
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ED Data Link Properties

Fill in the window based on your SQL Server installation and click OK. The CONNX Import Table
Selection window appears. If there are any tables in your SQL Server database, they will appear in
Available Tables (in this example, we created a new SQL Server database so there are no tables).. Click
Add All and then click OK. The CONNX Data Dictionary Manager window appears.

Rename the target database to SQLTarget.
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= CONNX - CONNX Data Dictionary Manager

Dl=(E| =8 &2

= @ DEIDT [ADABAS)
FEaDaBas_FILE_11
ElADABAS_FILE_11_aIC
ElADABAS_FILE_11_AQC
ElADABAS_FILE_11_ATC
ElaDaBas_FILE_11_awC
ElADABAS_FILE_11_AZC
ElADABAS_FILE_11_FLAT
B 50LT arget [SOLS erver)

Set the CDD Security

1. In the Security menu, clear Default Access = Read Only.

CONNY Data Dictionary Manager
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2. In the File menu, select Save As.

save As

I UTILS

'adabas to Adabas Replication. cddi

dy Documents

r
|

by Cormputer

Adabas to Relational Replication. cdd |_ |
COMME DD= (*CDD) Rd

3. Name your CDD Adabas to Relational Replication and click Save.
4. Close the CONNX Data Dictionary Manager.

Create a Replication

1. On the Start menu, click Programs, click CONNX Solutions, click Open Systems Event Replicator
and then click Replication Administrator. The Open the Data Dictionary window appears.
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Cpen Systems Event Replicator - Open the Data Dictionary

Cus ] -

Adabas to Adabaz RBeplication. cdd
@ &dabasz to Relational Replication. cdd
@ Chapter 3.cdd

%] SAMPLES.CDD

@ webgquartztemplate, cdd

Deszktol Ju]

4

by Diocuments

e
-
ky Cormputer

I
Data Dictionary (cdd) |7

3. Select a Adabas to Relational Replication.cdd and click Open. The Configure Servers window appears.
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= pen Systems Event Replicator - Configure Servers x|

e | TeskComeston |
I

localhos

4. In CONNX Logon Credentials enter your Sample in UserName; leave the Password blank. Click Test
Connection. The CONNX Integrated Logon window appears:

CONNX Integrated Logon (CONNX 10.5 SP2 (build 79))

| Chenge]

[Connect to all databases] |_
D=2 B o[ =

Leave the Password blank and click OK.

You will be prompted to create a user in the CDD. Press OK. The User ID sample will be created with a
blank password.

7. When the connection succeeds, enter localhost in Name/Address and 9200 in Port.

146



Chapter 4 - Using the Event Replicator - Adabas to Relational

= pen Systems Event Replicator - Configure Servers x|

e | TeskComeston |
I

localhos

8. Click Done. The Add Tables window appears.
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= Dpen Systems Event Replicator - Add Tables

DEIDT . dbosDARAS FILE 11
DEBIDT.dbosDABAS_FILE_11_AIC
DEIDT .dbo.ADABAS_FILE_11_AQC
DBIDT.dbosDABAS_FILE 11_ATC
DEBIDT.dbosADABAS_FILE_11_&WwIC
DEBIDT .dbosDABAS_FILE_11_&ZC
DEBIDT.dbo.sDABAS_FILE_11_FLAT

—
—
—
—
—
—
—
—

9. From Select source tables, select DBID1.dbo.ADABAS_FILE 11. From Select Target Databases,
select SQLTarget.
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= Dpen Systems Event Replicator - Add Tables

DEBIDT.dbosDABAS_FILE_11_AIC DEBIDT.dbo.ADABAS_FILE_11
DEIDT.dbosDABAS_FILE_11_AGC
DBIDT .dbo.sDABAS_FILE_11_ATC
DBIDT.dbosDABAS_FILE 11_&WwIC
DEBIDT .dbosDABAS_FILE_11_AZC
DEBID.dbosDABAS_FILE_11_FLAT

DBIDT SOLT arget

—
—
—
—
—
—
—
—

10. Click OK. The Open Systems Event Replication window appears.

149



Adabas Open Systems Event Replicator

= Open Systems Event Eeplicator - Event Replication for C:\CONNX32\UTILS\...onal Replication.cdd

_FILE_T1 5 ADABAS_FILE_11

Click Active and then Deploy.
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11. Click the Server Status tab. Verify that the Replication Server, Source Database and Source - Target
Group contain Replicating in State Description.
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= Open Systems Event Eeplicator - Event Replication for onal Replication.cdd

Source D atabaze Replicating.
Source - Target Group CDEIDT - S0LT arget Feplicating.

This completes a simple Adabas to relational database replication. You can do inserts, updates and deletes against
the ADABAS FILE 11 in database 1 and the changes will replicate to your SQL Server database.
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Adding a new Replication and Redeploying

This tutorial adds a new replication from an Adabas database to a SQL Server database. If you do not have access to
SQL Server, Microsoft provides a free version called SQL Server Express Edition. For more information see
Microsoft's web site.

Prerequisites:

Install Adabas version 6.1.4 or above.
Install ConnecX SQL Engine 1.1.2 or above
Install the Open Systems Event Replicator

Create an Adabas database with a DBID of 1 using the Adabas sample tables. For this example, we will use
the Adabas sample table EMPLOYEES-NAT (Filell)

Start the Adabas database.

An available SQL Server database. For this tutorial, we recommend that you create a database named
Replication. Otherwise, you can use any existing SQL Server database.

Create a CDD containing the source and target databases. For this example, we will use the CDD Adabas
to Relational Replication (our last opened CDD) that was created in the Performing a Simple Replication
- Adabas to Relational Database tutorial.

Replicate (create and deploy) one of the source tables to the target database. In this example, we will
assume that table DBID1.dbo.ADABAS_FILE_11 has been replicated to database SQLTarget.

Open the Event Replicator CDD and add the source table to the target database

1.

On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click
Replication Administrator. The Open Systems Event Replication window with the information from the
Adabas to Relational Replication CDD appears.
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= Open Systems Event Eeplicator - Event Replication for C:\CONNX32\UTILS\...onal Replication.cdd

| Deployed Replications | SewverStatus]
Popt| Acive | SouceDasbass | SouceTable | TsgeDatabess | TuTabe | Cese

1 DBIDd ADABAS_FILE_11 SOLTarget ADABAS_FILE 11 nl

2. Click Add Tables. The Add Tables window appears.

154



Chapter 4 - Using the Event Replicator - Adabas to Relational

= Dpen Systems Event Replicator - Add Tables

DEIDT . dbosDARAS FILE 11
DEBIDT.dbosDABAS_FILE_11_AIC
DEIDT .dbo.ADABAS_FILE_11_AQC
DBIDT.dbosDABAS_FILE 11_ATC
DEBIDT.dbosADABAS_FILE_11_&WwIC
DEBIDT .dbosDABAS_FILE_11_&ZC
DEBIDT.dbo.sDABAS_FILE_11_FLAT

—
—
—
—
—
—
—
—

3. Select DBID1.dbo.ADABAS FILE 11_AIC from Select source tables and SQLTarget from Select
Target Databases.
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= Dpen Systems Event Replicator - Add Tables

DEBIDT .dbosDABAS_FILE_1 DEBIDT.dbo.ADABAS_FILE_11_AIC
DEIDT.dbosDABAS_FILE_11_AGC
DBIDT .dbo.sDABAS_FILE_11_ATC
DBIDT.dbosDABAS_FILE 11_&WwIC
DEBIDT .dbosDABAS_FILE_11_AZC
DEBID.dbosDABAS_FILE_11_FLAT

DBIDT SOLT arget

—
—
—
—
—
—
—
—

4. Click OK. The Open Systems Event Replication window appears and the ADABAS_FILE_11_AIC table
you just added is in the list.
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= Open Systems Event Eeplicator - Event Replication for C:\CONNX32\UTILS\...onal Replication.cdd

| Deployed Replications | SewverStatus]
tolive | SouceDutsbase | SowcaTabe | TageTae | Cese

DEID _FILE_11 SEL Taraet _FILE_11 I
ADABAS_FILE_11_AIC SOLTarget ADABAS_FILE_T1_AIC

Because ADABAS FILE 11_AIC has not been deployed, its replication line has the Target Table name
in red, the Active check box cleared and the Create check box selected.

Redeploy the active Replications in the CDD

1. Todeploy ADABAS FILE 11 _AIC, go to the Rep # 2 line and click Active.
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DEID _FILE_11_A&IC SOLTarget

2. Click Validate Active. The Passed Validation message appears. Click OK and then click Deploy. When
the Active Replications Deployed to Controller message appears, click OK.
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FILE_11_&IC

Each deployed replication has the Active check box selected and the Create check box cleared.

Validate the deployment

Click the Server Status tab. Verify that the Replication Server, Source Database and Source - Target
Group contain Replicating in State Description.
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= Open Systems Event Eeplicator - Event Replication for CONNXS2ZA\UTILS..onal Replication.cdd

Replicat el localhost Replicating.
Source Databaz DEIDA Replicating.
Source - Target Group CDEIDT - S0LT arget Feplicating.

This completes adding a new replication and redeploying all the active replications. You can do inserts, updates and
deletes against both the ADABAS FILE 11 and ADABAS FILE 11 AIC in database 1 and the changes will
replicate to your SQL Server database.
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Removing a Replication from Deployment

This tutorial removes a replication from the active replications.

Prerequisites:

Install Adabas version 6.1.4 or above.
Install ConnecX SQL Engine 1.1.20r above
Install the Open Systems Event Replicator

Create an Adabas database with a DBID of 1 using the Adabas sample tables. For this example, we will use
the Adabas sample table EMPLOYEES-NAT (Filell)

Start the Adabas database.

An available SQL Server database. For this tutorial, we recommend that you create a database named
Replication. Otherwise, you can use any existing SQL Server database.

Create a CDD containing the source and target databases. For this example, we will use the CDD Adabas
to Relational Replication (our last opened CDD) that was created in the Performing a Simple Replication
- Adabas to Relational Database tutorial.

Replicate (create and deploy) two source tables to the target database. In this example, we will assume that
tables DBID1.dbo.ADABAS _FILE 11 and DBID1.dbo.ADABAS _FILE_11_AIC have been replicated
to database SQLTarget.

You cannot remove all the active replications at once using this method.

Open the Event Replicator CDD and un-deploy a replication

1.

On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click
Replication Administrator. The Open Systems Event Replication window with the information from the
Adabas to Relational Replication CDD appears.
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SOLTarget

Target

2. Select a replication to un-deploy. In this example, we will select ADABAS_FILE 11 _AIC. On the Rep #
2 line, clear Active and click Deploy. The Active Replications Deployed to Controller message appears.
Click OK. The updated Open Systems Event Replication window appears.
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SOLTarget

Target

Although ADABAS FILE 11 _AIC still appears in the window, it will not be deployed since Active is not
selected.

Validate the un-deploy

Click the Deployed Replications tab. Verify that the only entry is for DBID1.dbo.ADABAS_FILE _11.
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= Open Systems Event Eeplicator - Event Replication for C:\CONNX32\UTILS\...onal Replication.cdd

DEIDT.dbo.ADA _FILE_11 SGLT arget.dbo.

This completes removing a replication from deployment. You can do inserts, updates and deletes against
ADABAS FILE 11 in database 1 and the changes will replicate to your SQL Server database.
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Manipulating Replication Data

This tutorial manipulates replication data by:
e Filtering data
e Combining multiple fields
e Excluding data fields
e  Applying mathematical formulas
e  Extracting a portion of a field

e Renaming fields

Prerequisites:
o Install Adabas version 6.1.4 or above.
o Install ConnecX SQL Engine 1.1.2 or above
e Install the Open Systems Event Replicator

e C(Create an Adabas database with a DBID of 1 using the Adabas sample tables. For this example, we will use
the Adabas sample table EMPLOYEES-NAT (Filell)

e  Start the Adabas database.

e An available SQL Server database. For this tutorial, we recommend that you create a database named
SQLDatabase. Otherwise, you can use any existing SQL Server database.

e Create a CDD containing the source and target databases. For this example, we will use the CDD Adabas
to Relational Replication (our last opened CDD) that was created in the Performing a Simple Replication
- Adabas to Relational Database tutorial.

Filtering Replication Data

In this example, we will copy a table view, filtering out a portion of the original table during the copying process.

1. On the Start menu, click Programs, click CONNX Driver and then click CONNX Data Dictionary. The
CONNX Data Dictionary Manager window appears.
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= Data Filtering.cdd - CONNX Data Dictionary Manager

I CONNK Views
= @DEIDT [8DABAS)

EEMPLOYEES
EMPLOYEES_ADDRESS_LINE
EMPLOYEES_BONUS
EMPLOYEES_FLAT
EMPLOYEES_INCOME

FEIEMPLOYEES_LANG

FEEMPLOYEES_LEAVE_EOOKED

ServerBd SOLOLEDE. 1 pubs
SOLOLEDE A

2. Select the EMPLOYEES table and click the Table Columns tab.

@1 CONNK Views
= @DEBIDT [ADABAS)

EMPLOYEES_ADDRESS_LIME

EMPLOYEES_BOMUS

EMPLOYEES_FLAT

EMPLOYEES_INCOME

EMPLOYEES_LANG

EMPLOYEES_LEAWE_BOOKED
@ 50LDatabase (SOLServer)

I5M_EMPLOVEES

Longword

PERSOMNEL_ID

Text [Right Space Padded)

FIRST_MAME UMICODE Char [UTF-8)
MHaME UMICODE Char (UTF-8)
MIDDLE_| UKICODE Char [UTF-8]
MaR_STAT Text [Right 5pace Padded)
SEX Text [Right 5pace Padded)
BIRTH Adabas Unpacked Decimal-» |
CITY UMICODE Char (UTF-8)

ZIF Text [Right 5pace Padded)
COUNTRY Text [Right Space Padded)
AREA_CODE Text [Right 5pace Padded)
PHOME Text [Right 5pace Padded)
DEPT Text [Right Space Padded)
JOE_TITLE UMICODE Char (UTF-8)
LEAYE_DUE Adabas Unpacked Decimal-» |

LEAWE_TAKEN

Adabas Unpacked Decimal-» |

3. Click Clone Table. The Clone Table Assistant appears.
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CONNY Table Clone Assistant

I

PERSONMEL ID - ISH_EMPLOYEES
FIRST_MAME

4. In New Table Name, enter Employees_Filtered. Select all the columns and click Add>>. All the columns
move from the left side to the right.

CONNY Table Clone Assistant

Employees Filkered

—

5. Click OK. The CONNX Data Dictionary Manager window appears. Employees Filtered has been added
to the CDD and the Table Columns tab contains the SQL Table column information.
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I CONNK Views
= @DEIDT [8DABAS)
EMPLOYEES ISN_EMPLOYEES Longward
EMPLOYEES_ADDRESS_LINE PERSOMNEL_ID Char [Right Space Padded)
EIEMPLOVEES_BONUS FIRST_MaAME UNICODE Char [UTF-8]
NAME UKICODE Char [UTF-8]
EIEMPLOYEES_INCOME MIDDLE_| UNICODE Char [UTF-2)
EMPLOYEES_LANG MA&R_STAT Char [Right 5pace Padded]
EMPLOYEES_LEAVE_EOOKED SEX Char [Right Space Padded)
@ 500D atabase (SOLServer) BIRTH Adabag Unpacked Decimal-» |
CITY UNICODE Char [UTF-8]
ZIP Char [Right Space Padded)]
COUMTRY Char [Right 5 pace Padded)
AREA_CODE Char [Right 5 pace Padded)
PHONE Char [Right Space Padded)
DEFT Char [Right 5 pace Padded)
JOB_TITLE UKICODE Char (UTF-8]
LEAWE_DUE Adabas Unpacked Decimal-» |
LEAVE_TAKEN Adabas Unpacked Decimal-> |

6. Click the Table Properties tab. We use the SQL View Clause field to filter data for replication. In this
example, we only want the employees who have a phone number with area code 1033. Enter
AREA_CODE=1033 in SQL View Clause.

= Data Filtering.cdd - CONNX Data Dictionary Manager

@1 CONNK Views
=®s0  iess
EEMPLOYEES =
FEEMPLOYEES_ADDRESS_LINE Foot Table
HUS
“REA_CODE=1033

ENEMPLOYEES_FLAT
EEMPLOYEES_INCOME

EIEMPLOYEES_|

EMPLOYEES_LANG
EMPLOYEES_LEAYE_BOOKED
@ 50LDatabase (SOLServer)

7. In the File menu, select Save.

Employees_Filtered is now a clone of the view of the Employees table. Employees and Employees Filtered
are the same physical table. The Employees view shows the entire table's data; the Employees_Filtered
view shows only the records for employees with AREA CODE=1033. The filter will be applied when
queries are applied to the Employees_Filtered table.

8. Close the CONNX Data Dictionary Manager window and on the Start menu, click Programs, click
CONNX Solutions, click Open Systems Event Replicator and then click Replication Administrator. If
the Configure Servers window appears, click Cancel. The No Data Dictionary selected window appears.
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= Open Systems Event Replicator - No Data Dictionary selected =1kl

B
Pept| pcive|SouceDasbase  |Soucerate  |TwgelDesbess  [Tegutale | cesef

ol At es :- il i B i3 r 4 (0 S E e

Bi={==Rni =) rE 1 PaTa et t.‘ Ele)glile =i ==

9. In the File menu, select OpenCDD. Select Data Filtering.cdd and click Open. The Configure Servers
window appears.
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= Open Systems Event Replicator - Configure Servers X

e | TeskComeston |

10. In CONNX Logon Credentials enter Sample in UserName and leave Password blank. Click Test
Connection. The CONNX Integrated Logon window appears.

CONNX Integrated Logon (CONNX 10.5 §P2 (build 82)) X

=

[Connect to all databases] |_
D= B e = e

11. Leave Password blank and click OK.
You will be prompted to create a user in the CDD. Press OK. The User ID sample will be created with a
blank password.
When the connection succeeds, enter localhost in Name/Address and 9200 in Port.
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= pen Systems Event Replicator - Configure Servers x|

sample || TestConneclion_|
I

localhos

12. Click Done. The Add Tables window appears.
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= Dpen Systems Event Replicator - Add Tables

DEIDT.dbo. EMPLOYEES

DEIDT.dbo EMPLOYEES_ADDRESS_LIME
DBIDT . dbo EMPLOYEES_BOMUS

DBIDT.dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_IMCOME

DEIDT.dbo EMPLOYEES_LANG

DBIDT . dbo EMPLOYEES_LEAWE _BOOKED
DBIDT.dbo.Emplovess_Filtered

DEIDT
SALDatabaze

—
—
—
—
—
—
—
—

13. From Select source tables, select DBID1.dbo.Employees_Filtered. From Select Target Databases,
select SQLDatabase.
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= Dpen Systems Event Replicator - Add Tables

DBIDT.dbo.EMPLOYEES DBID1.dbo. Employees_Filtered
DEIDT.dbo EMPLOYEES_ADDRESS_LIME
DEIDT . dbo EMPLOYEES_BOMUS

DEIDT.dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_INCOME

DEIDT.dbo EMPLOYEES_LANG

DEIDT . dbo EMPLOYEES_LEAVE _BOOKED

DEIDT SQLDatabaze

—
—
—
—
—
—
—
—

14. Click OK. The Open Systems Event Replication window appears.
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= Open Systems Event Replicator - Event Replication for CACONNX3ZVOTILS \I}ata Filtering.cdd

| Deployed Replications | SewverStatus]

1 H DBID1 Employees_Filtere SHLDatabasze Empla Filtered

This completes filtering replication data.

Concatenating Multiple Data Columns

In this example, we will combine the first name, middle initial and last name fields in the copy of the Employees
table into one field (FULL _NAME) so it's easier to read the contents.

1. Using the Employees Filtered table created in Filtering Replication Data, click Map Columns. The Map
Columns window appears.
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Crpen Systems Event Replicator - Map Columns

=]
F _EMPLOYEES (INTEGER 4 ‘0 ISN_EMPLOYEES [INTEGER 4 HFHF
" PERSONMEL_ID “CH&R ' ' ' ' ' E :
FIRST_MAME WCHAR
MAME WCHAR
MIDDLE | WCHAR
MAR_STAT CHAR
SEX CHAR
BIRTH INTEGER
ciTY WCHAR
o CHAR
COUNTRY CHAR
AREA_CODE CHAR
PHOME CHAR
DEFT CHAR
JOB_TITLE WCHAR
LEAVE_DUE INTEGER
LEAVE_TAKEN INTEGER

PERSONMEL_ID CH&R
FIRST_MAME WEHAR
MAME WCHAR
MIDDLE_| WwCHAR
MAR_STAT CH&R
SEX CH&R
BIRTH INTEGER
CITy WCHAR
ZIF CH&R
COUNTRY CH&R
AREA_CODE CH&R
PHOME CHA&R
DEFT CHAR
JOB_TITLE WwCHAR
LEAYE_DUE INTEGER
LEAYE_TAKEMN INTEGER

o R e E o ERY e F e Y e e e Y e Y e Y e Y e E e E e E e P e}
o O e Y o Y e N e Y e Y e e Y e Y e Y e Y e E e E e E e Fl e}

1
1]
1]
a
a
1]
1]
1]
a
a
1]
1]
1]
a
a
a
1]

o R e Y o Y o N e Y e Y e N e N e Y e N e Y e Y e EY e Y e Y e
oo oo oo oo o oo oo oo o0

Click Add Row. A new row appears at the end of the table description. Note: This example illustrates
column mapping on a table that does not already exist on the target database. The Add Row, Delete Row,
Row Up and Row Down buttons are only available when mapping to a new target table. If you are
mapping to an existing target table and wish to change the structure of that table, you will need to press the
"Drop Target Table" button (available when mapping to an existing table). This will drop the target table
and allow you to re-create it with the new structure. Warning: Only do this if you intend to physically
drop and re-create the target table. All data in the existing table will be lost.
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= Open Systems Event Replicator - Map Columns

ISH_EMPLOYEES INTEGER 4 FF ISH_EMPLOYEES INTEGER 4
PERSONKEL_ID CHAR FERSOMMEL_ID CHAR
FIRST_NAME WCHAR FIRST_MAME WCHAR
WAME WEHAR MNAME WCHAR
MIDDLE | WwWCHAR MIDDLE_| WCHAR
MAR_STAT CHAR MAR_STAT CHAR

SEX CHAR SEX CHAR
BIRTH IMNTEGER BIRTH IMTEGER
CITy WEHAR CITY WCHAR
ZIF CHAR ZIF CHAR
COUMTRY CHAR COUMTRY CHAR
AREA_CODE CHAR AREA_CODE CHAR
PHOME CHAR FHOME CHAR
DEPT CHAR DEPT CHAR
JOB_TITLE WwWCHAR JOB_TITLE WCHAR
LE&VE_DLUE INTEGER LE&VE_DUE IMTEGER
LE&VE_TAKEMN IMTEGER LEAWE_TAKEM IMTEGER
LINEMOMWM UNEMOWH

r
1}
1}
1]
1}
1}
1}
1}
1]
1}
1}
1}
1}
1]
1}
1}
1}
1}

e O e Y o Y e N e Y e e e Y e Y e N e Y e N e Y e e Y e Y e
oo oo o o oo oo o oo oo oo

In Source Column enter the SQL expression FIRST_NAME +''+ MIDDLE_I+''+ NAME
This concatenates the first, last and middle initial into one field with a space between each name.
e In Target Column enter FULL_NAME.

e In the target column Data Type select CHAR.
e In the target column Length enter 240.

Since each of the three columns that are being concatenated into FULL_NAME has an 80
characters length, FULL_NAME's length is 240.
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= Open Systems Event Replicator - Map Columns

ISM_EMPLOYEES INTEGER
PERSOMMEL_ID CHAR
FIRST_MNAME WCHAR
HNAME WCHAR
MIDDLE_| WCHAR
MAR_STAT CHAR
SEX CHAR
BIRTH INTEGER
CITY WCHAR
ZIP CHAR
COUNTRY CHAR
AREA_CODE CHAR
PHOME CHAR
DEFT CHAR
JOB_TITLE WCHAR
LE&AVE_DUE INTEGER
LEAVE_TAKEN INTEGER
FIRST_MAME +''+ MIDDLE_| + "' + NAME

ISM_EMPLOYEES INTEGER
FERSOMMEL_ID CHAR
FIRST_MNAME WEHAR
MNAME WCHAR
MIDDLE_I WCHAR
MAR_STAT CHAR
SEX CHAR
BIRTH IMTEGER
CITYy WCHAR
ZIP CHAR
COUNTRY CHAR
AREA_CODE CHAR
FPHOME CHAR
DEFT CHAR
JOB_TITLE WIEHAR
LEAVE_DUE INTEGER
LEAVE_TAKEN INTEGER

oo oo oo 0o oo oo oo oo

3. Click Done. This completes concatenating multiple data columns.

Excluding Data Columns

In this example, we will exclude all the name data from a replication table so the information can be anonymously
analyzed by a demographic program.

1. From the CONNX Data Dictionary Manager window, click the Replication Design tab. Click Add
Tables. The Add Tables window appears.
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= Dpen Systems Event Replicator - Add Tables

DEIDT.dbo. EMPLOYEES

DEIDT.dbo EMPLOYEES_ADDRESS_LIME
DBIDT . dbo EMPLOYEES_BOMUS

DBIDT.dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_IMCOME

DEIDT.dbo EMPLOYEES_LANG

DBIDT . dbo EMPLOYEES_LEAWE _BOOKED
DBIDT.dbo.Emplovess_Filtered

DEIDT
SALDatabaze

—
—
—
—
—
—
—
—

2. From Select source tables, select DBID1.dbo.EMPLOYEES. From Select Target Databases, select
SQLDatabase.
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= Dpen Systems Event Replicator - Add Tables

DEIDT.dbo EMPLOYEES_ADDRESS_LIME DEBID1.dbo EMPLOYEES
DEIDT.dbo EMPLOYEES_BOMUS

DEIDT . dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_INCOME

DEIDT.dbo EMPLOYEES_LANG

DEIDT.dbo EMPLOYEES_LEAVE _BOOKED
DBIDT . dbo Emplayess_Filkered

DEIDT SQLDatabaze

—
—
—
—
—
—
—
—

3. Click OK. The Open Systems Event Replication window appears. Select the Employees table.
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= Open Systems Event Eeplicator - Event Replication for ONNXIZVUTILS\Data Filtering.cdd

mplopees_Filtered SOLDatabasze mplopees_Filtered]
EMPLOY

4. Click Map Columns. The Map Columns window appears.

= Open Systems Event Replicator - Map Columns

ISH_EMFLOYEES INTEGER 4 Hrlr ISH_EMFPLOYEES IMTEGER 4
PERSOMMEL_ID CHAR PERSOMMEL_ID CHAR
FIRST_MAME WwCHAR FIRST_MAME WICHAR
HAME wCHAR HAME WICHAR
MIDDLE_| WCHAR MIDDLE_| WCHAR
MAR_STAT CHAR MAR_STAT CHAR
SEX CHAR SEX CHAR
BIRTH IMTEGER BIRTH IMTEGER
CITY wWCHAR CITY WICHAR
ZIF CHAR ZIF CHAR
COUMTRY CHAR
AREA_CODE CHAR
PHOME CHAR
DEFT CHAR
JOB_TITLE WICHAR
LE&VE_DUE IMTEGER
LE&WVE_TAKEM IMTEGER

i

COUNTRY CH&R

AREA_CODE CH&R
PHOME CH&R
DEPT CH&R
JOB_TITLE wCHAR
LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER

A e R e Y e Y e Y e N e R e N e R e Y e N e Y e Y e E e F e} —
Y e Y e Y e Y e Y e F e R e R e N e N e e N e Y e Y e Y e
oo oo o o oo oo oo oo o0
oo oo oo oo o oo oo oo o=
o A e i e Y e Y e E e E e E e F e E e F e N e T e Y e F e P e}
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5.

6.

Select the Name column

Click Delete Row. A message appears asking if you want to delete a single row. Click Yes. The Map
Column window now looks like this:

Chapter 4 - Using the Event Replicator - Adabas to Relational

Open Systems Event Replicator - Map Columns

ISM_EMFLOYEES

INTEGER

ISM_EMFLOYVEES

INTEGER

PERSONMEL_ID

CH&R

PERSONMEL_ID

CHaR

FIRST_MNAME

MIDDLE_|

WCHAR

WCHAR

FIRST_MNAME

MIDDLE_|

WCHAR

WCHAR

MAR_STAT

CH&R

MAR_STAT

CHAR

SEX

CH&R

SEX

CHAR

BIRTH

INTEGER

BIRTH

INTEGER

CITy

WCHAR

CITy

WCHAR

ZIF

CH&R

ZIF

CH&R

COUNTRY

CH&R

COUNTRY

CHaR

&REA_CODE

CH&R

&REA_CODE

CH&R

FHOMNE

CH&R

FHOMNE

CHAR

DEPT

CH&R

DEPT

CHAR

JOB_TITLE

WCHAR

JOB_TITLE

WCHAR

LEAVE_DUE

INTEGER

LEAVE_DUE

INTEGER

LEAVE_TAKEN

INTEGER

LEAVE_TAKEN

INTEGER

Open Systems Event Replicator - Map Columns

ISN_EMPLOYEES

INTEGER

ISN_EMPLOYEES

INTEGER

PERSONMWEL_ID

CH&R

PERSONMWEL_ID

CHAR

FIRST_NAME

WwWCHAR

FIRST_NAME

WCHAR

MIDDLE_|

WCHAR

MIDDLE_|

WCHAR

MAR_STAT

CH&R

MAR_STAT

CH&R

SEX

CH&R

SEX

CH&R

BIRTH

INTEGER

BIRTH

INTEGER

CITY

wCHAR

CITY

WCHAR

ZIF

CH&R

ZIF

CHAR

COUNTRY

CH&R

COUNTRY

CHaR

AREA_CODE

CH&R

AREA_CODE

CH&R

PHOME

CH&R

PHOME

CH&R

DEPT

CH&R

DEPT

CHaR

JOB_TITLE

wCHAR

JOB_TITLE

WCHAR

LEAVE_DUE

INTEGER

LEAVE_DUE

INTEGER

LEAVE_TAKEN

INTEGER

oo o oo oo oo oo oo oo o0

LEAVE_TAKEN

INTEGER
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7. Delete the MIDDLE _I and FIRST_NAME rows the same way you deleted the NAME row. The Map
Column window will look like this:

= Open Systems Event Replicator - Map Columns

_P

F ISM_EMFLOYEES INTEGER FF
PERSONMEL_ID CH&R
MAR_STAT CH&R
SEX CH&R
BIRTH INTEGER
CITY wCHAR
ZIF CH&R
COUNTRY CH&R
AREA_CODE CH&R
PHOME CH&R
DEPT CH&R
JOB_TITLE wCHAR
LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER

ISM_EMFLOYVEES INTEGER
PERSONMEL_ID CHaR
MAR_STAT CH&R
SEX CH&R
BIRTH INTEGER
CITY WCHAR
ZIF CHAR
COUNTRY CHAR
AREA_CODE CH&R
PHOME CH&R
DEPT CHaR
JOB_TITLE WCHAR
LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER

oo oo o o o o oo oo oo

8. Click Done. This completes excluding data columns.
Performing Math Operations on Replication Data

In this example, we will calculate the maximum amount of money an employee can contribute to a special savings
plan.

1. From the CONNX Data Dictionary Manager window, click the Replication Design tab. Click Add
Tables. The Add Tables window appears.
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= Dpen Systems Event Replicator - Add Tables

DEIDT.dbo. EMPLOYEES

DEIDT.dbo EMPLOYEES_ADDRESS_LIME
DBIDT . dbo EMPLOYEES_BOMUS

DBIDT.dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_IMCOME

DEIDT.dbo EMPLOYEES_LANG

DBIDT . dbo EMPLOYEES_LEAWE _BOOKED
DBIDT.dbo.Emplovess_Filtered

DEIDT
SALDatabaze

—
—
—
—
—
—
—
—

2. From Select source tables, select DBID1.dbo.EMPLOYEES_INCOME. From Select Target
Databases, select SQLDatabase.
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= Dpen Systems Event Replicator - Add Tables

DEIDT.dbo. EMPLOYEES DBID1.dbo EMPLOYEES_IMCOME
DEIDT.dbo EMPLOYEES_ADDRESS_LIME
DEIDT . dbo EMPLOYEES_BOMUS

DEIDT.dbo EMPLOYEES_FLAT

DEIDT.dbo EMPLOYEES_LANG

DEIDT.dbo EMPLOYEES_LEAVE _BOOKED
DBIDT . dbo Emplayess_Filkered

DEIDT SQLDatabaze

—
—
—
—
—
—
—
—

3. Click OK. The Open Systems Event Replication window appears. Select the EMPLOYEES_INCOME
table.
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Open Systems Event Replicator - Event Replication for ONNX3IVUTILS\Data Filtering.cdd

‘Emplovees_Filtered S0OLDatabase
'EMPLOYEES 5OLDatabase
m DEID1 EMPLOYEES_|NCOhs SGLDatabase

4. Click Map Columns. The Map Columns window appears.

= Open Systems Event Replicator - Map Columns
r

ISH_EMPLO" ] INTEGER 4 rr ISH_EMPLOYEES INTEGER

EMPLOYEES_IMCOME_C.. TIMNYINT 1 EMPLOYEES _IMCOME_C.. TINYIMT

CURR_CODE CHAR 3 CURR_CODE CHAR

4

2

SaLaRY INTEGER SaLaRyY INTEGER
crxanapcolumn Shial LINT chxan aycolumn ShALLINT
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5. Click Add Row to create a new entry in the column map.

= Open Systems Event Replicator - Map Columns

ISK_EMPLO ] INTEGER i ] ISH_EMPLL 5 INTEGER
EMPLOYEES_INCOME_C.. TINYINT EMPLOYEES_INCOME_C... TINYINT
CURR_CODE CHAR CURR_CODE CHA&R

4
]
3
SalLaRY INTEGER 4 SALaRy INTEGER
2
i

chiRanaycolunmt SMALLIMT
UNEMNOWwH

chraraycolumn SMALLINT
UMEMNOWN

e In Source Column enter "SALARY * 0.15"; this will calculate15% of the value in SALARY and
place it into a new column in the Target table

e In Target Column enter SALARY_PERCENT.
e In the target column Data Type select NUMERIC.
e In the target column Length enter 19.

e In the target column Prec enter 10.
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= Open Systems Event Eeplicator - Map Columns

ISN_EMPLOYEES INTEGER ISW_EMPLOYEES INTEGER
EMPLOYEES_INCOME_C.. TINYINT EMPLOYEES_INCOME_C... TINYINT
CURR_CODE CHaR CURR_CODE CH&R
SALARY INTEGER SaLaRY INTEGER
cranaypcolumn ShaLLINT chxanaycolumn SMALLINT
SaALARY *0.15 Wty 0 SALARY_PERCEMNT MNUMERIC

6. Click Done. This completes performing math operations on replication data.

Using SQL Expressions to Split a Column
In this example, we will use CITY to create a two-letter City name abbreviation.

1. From the Open Systems Event Replication window select the EMPLOYEES table.
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= Open Systems Event Eeplicator - Event Replication for ONNX3IVUTILS\Data Filtering.cdd

Employees_Filtered GLDatabase mplopees_Filtered?
Eb 1 SHLDatabasze EMPLOYEES

'EMPLOYEES_INCOME (LDatabase EMPLDYEES_INCDME

2. Click Map Columns. The Map Columns window appears.
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= Open Systems Event Replicator - Map Columns

i

_EMPLOY
PERSONMEL_ID

INTEGER
CH&R

i

_EMPLOY
PERSONMNEL_ID

ool Tomicomn ] 0a0Tre__] .

INTEGER
CH&R

FIRST_NAME

WCHAR

FIRST_NAME

WCHAR

MNAME

wCHAR

MNAME

WCHAR

MIDDLE_|

wCHAR

MIDDLE_|

WCHAR

MAR_STAT

CH&R

MAR_STAT

CHAR

SEX

CH&R

SEX

CHaR

BIRTH

INTEGER

BIRTH

INTEGER

CITY

WCHAR

CITY

WCHAR

ZIF

CH&R

ZIF

CH&R

COUNTRY

CH&R

COUNTRY

CHAR

AREA_CODE

CH&R

AREA_CODE

CHAR

PHONE

CH&R

PHONE

CHaR

DEPT

CH&R

DEPT

CH&R

JOB_TITLE

WCHAR

JOB_TITLE

WCHAR

LEAVE_DUE

INTEGER

e Y e Y e Y e Y e N e F e R e e e e Y e Y e Y e Y e Y e

LEAVE_DUE

oo o o o o o oo oo oo o o0

INTEGER
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o e E e E e F e F e F e e E e N e A s Y e Y e Y e Y e Y e

1
0
0
0
i
i
0
0
0
0
0
i
0
0
0
0
0

LEAVE_TAKEN

INTEGER

LEAVE_TAKEN

INTEGER

Click Add Row to create a new entry in the column map.

= Open Systems Event Replicator - Map Columns

ISH_EMPLOYEES

INTEGER

ISM_EMPLOYEES

INTEGER

PERSOMNMNEL_ID

CHAR

PERSOMNMNEL_ID

CHAR

FIRST_MAME

WEHAR

FIRST_MAME

WCHAR

MNAME

WCHAR

MNAME

WCHAR

MIDDLE_|

WEHAR

MIDDLE_|

WCHAR

MAR_STAT

CHAR

MAR_STAT

CHAR

SEX

CHAR

SEX

CHAR

EIRTH

INTEGER

BIRTH

INTEGER

CITY

WEHAR

CITY

WCHAR

ZIP

CHAR

ZIP

CHAR

COUNTRY

CHAR

COUNTRY

CHAR

AREA_CODE

CHAR

AREA_CODE

CHAR

PHOME

CHAR

PHOME

CHAR

DEPT

CHAR

DEPT

CHAR

JOB_TITLE

WEHAR

JOB_TITLE

WCHAR

LEAVE_DUE

INTEGER

LEAVE_DUE

INTEGER

LEAVE_TAKEN

INTEGER

LEAVE_TAKEN

INTEGER

UNENDWN

UNENDWHN
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e In Source Column enter "LEFT (CITY, 2)"; this will take the leftmost two characters in CITY
and place them into a new column in the Target table

e In Target Column enter CITY_ABBR.
e In the target column Data Type select CHAR .

e In the target column Length enter 2.

= Open Systems Event Replicator - Map Columns

ISN_EMPLOYEES INTEGER ISN_EMPLOYEES INTEGER
PERSONNEL_ID CHR PERSONNEL_ID CHAR
FIRST_NAME WCHAR FIRST_NAME WCHAR
NAME WECHAR NAME WCHAR
MIDDLE_| WCHAR MIDDLE_| WCHAR
MaR_STAT CHR MAR_STAT CHAR
SEX CHR SEX CHAR
BIRTH INTEGER BIRTH INTEGER
oy WCHAR Ty WCHAR
2P CHAR zIp CHAR
COUNTRY CHAR COUNTRY CHAR
AREA_CODE CHR AREA_CODE CHAR
PHONE CHR PHONE CHAR
DEPT CHR DEPT CHAR
JOB_TITLE WCHAR JOB_TITLE WCHAR
LEAVE_DUE INTEGER LEAVE_DUE INTEGER
LEAVE_TAKEN INTEGER LEAVE_TAKEN INTEGER

4. Click Done. This completes using SQL expressions to split a column.

Renaming a Target Column

In this example, we will rename the MAR_STAT column to Marital_Status so the column name more clearly
reflects its contents.
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From the Open Systems Event Replication window select the EMPLOYEES table.
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= Open Systems Event Eeplicator - Event Replication for ONNX3IVUTILS\Data Filtering.cdd

Employees_Filtered GLDatabase mplopees_Filtered?
Eb 1 SHLDatabasze EMPLOYEES

'EMPLOYEES_INCOME (LDatabase EMPLDYEES_INCDME

Click Map Columns. The Map Columns window appears.
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= Open Systems Event Replicator - Map Columnns

ISH_EMPLOYEES INTEGER ISM_EMPLOYEES INTEGER
PERSOMMEL_ID CHAR PERSOMMEL_ID CHAR
FIRST_MAME WCHAR FIRST_MAME WCHAR
MNAME WCHAR MNAME WCHAR
MIDDLE_| WCHAR MIDDLE_| WCHAR
MAR_STAT CHAR MAR_STAT CHAR
SEX CHAR SEX CHAR
EIRTH INTEGER EIRTH INTEGER
CITY WCHAR CITY WCHAR
ZIP CHAR ZIP CHAR
COUNTRY CHAR COUNTRY CHAR
AREA_CODE CHAR AREA_CODE CHAR
PHOMNE CHAR PHOMNE CHAR
DEPT CHAR DEPT CHAR
JOB_TITLE WCHAR JOB_TITLE WCHAR
LEAVE_DUE INTEGER LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER LEAVE_TAKEM INTEGER

e In the target column MAR_STAT field enter "Marital_Status".
e In the target column Data Type select CHAR.

e In the target column Length enter 1.
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= Open Systems Event Replicator - Map Columns

jrow | SocoCobom, [ DooTope i | | e

ISM_EMPLOYEES
PERSONMEL_ID
FIRST_MNAME
MAME

MIDDLE_|

ISM_EMPLOYEES
PERSONMEL_ID
FIRST_MNAME
MNAME

MIDDLE_|
Farital_Status
SEX CHaR
BIRTH INTEGER
CITY WCHAR
ZIF CHAR
COUMTRY CHAR
AREA_CODE CHAR
PHOME CHAR
DEPT CHaR
JOB_TITLE WCHAR
LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER
CITY_ABBR CHAR

= = o oo =
) e E e T e H e F e
) e F e T e T e T e
) e T e T e T e T e
) e E e T e H e F e

SEX CHaR
BIRTH INTEGER
CITY WWEHAR
ZIF CHAR
COUMTRY CHAR
ARE&_CODE CHAR
PHOME CHaR
DEPT CHaR
JOB_TITLE WEHAR
LEAVE_DUE INTEGER
LEAVE_TAKEM INTEGER
LEFT [CITY, 2] UMNEMOWN

1]
1]
1]
]
]
]
1]
1]
1]
1]
]
]

oo o oo o000 o0 o000
oo o o000 000000
oo o oo o000 00 00
oo o oo o000 o0 o000

3. Click Done. This completes renaming a target column
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Preparing an Adabas database for Adabas to Adabas Replication

Before doing Adabas to Adabas replication, the source database must be initialized for replication. This
includes:

e  Running the Adabas tool ADADBM to initialize the source database

The ADADBM tool must be run with the parameter REPLICATION_FILES prior to doing Adabas to Adabas
replication.

Note: You will not be able to run ADADBM with the REPLICATION_FILES parameter unless you have an A2A
license for Adabas installed.

Command Format:

ADADBM REPLICATION_FILES=(<filel>, <file2>, <file3>, <file4>)

where:
e filel: metadata file
o file2: replication transaction file
e file3: replication command file
o file4: LOB file for replication command file
e.g: ADADBM DBID=1 REPLICATION_ FILES=(15,16,17,18)

To uninitialize replication use the parameter REMOVE_REPLICATION

e.g: ADADBM DBID=1 REMOVE REPLICATION

This will stop all replication and remove the replication system files. Important: Only do this if you no longer wish
to replicate data

For more information about the ADADBM or other Adabas utilities please refer to the Software AG Adabas
documentation.
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Creating a CDD for Adabas to Adabas Event Replication using the CONNX SQL Engine

Creating a CDD for Adabas to Adabas Event Replication using the CONNX SQL Engine is the first step in
getting data replicated. This includes:

e  Opening the CONNX Data Dictionary (CDD) Manager

Setting up the source and target Adabas connections

Setting the correct CDD security
Saving the CDD

Create a CDD for Adabas to Adabas Event Replication using the CONNX SQL Engine if:
=  You have never used the CONNX SQL Engine before

=  You do not have an existing CDD containing the source and target Adabas connections needed for
event replication.

After you create a CDD for Adabas to Adabas Event Replication using the CONNX SQL Engine you will be
ready to:

e Enable the Event Replicator

The Open Systems Event Replicator needs a CONNX Data Dictionary (CDD) to replicate. Create a new CDD if you

do not have an existing CDD that contains both the source and target databases.

1. On the Start menu, click Programs, click CONNX Driver and then click CONNX Data Dictionary. The

Open window appears.
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;i_:; (_} | .~ Local Disk (C:) ~ CONNX32 ~ UTILS ~ » & [searcn 2]
Organize v 1= Views ~ | New Folder (7]
Favorite Links Mame I'I Date modified I'I Type I'I Size I*I Tag
| Samples 4(20/2010 11:01... File Folder
Bl Desktop |_|sAMPLES.CDD 8/17/2012 4:25PM  COD File 86 KB
M Computer |_|webquartztemplate.... 8/17/2012 4:25PM CDD File 15 KB
EE Pictures
FEJ:'I Music
[ Recently Changed
EB Searches
| Public
Folders ~ 4 | LI
File name: || »| |connx oDs coD) =l
Cpen Cancel |
A

2. Click Cancel. The CONNX Data Dictionary Manager window appears.
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=: CONNX - CONNX Data Dictionary Manager M=l 3
File Edit Security Tools View Help
D@ &[m=(@ S 2]
® CONNX Views LR
Bename... |
Delete |
Import.... |
1| ¥
Ready v

Adding the Source and Target Database connections

1.  From the Tools menu, select Add Database Connection...

Enter the logical name of the new database: |
Qatahase M armne: ISDU[CE | ak. I
D atabaze Tepe: I.&D.-’-‘-.B.-‘l'-.S j Eemesl |
Server Mame: I.i'-.-:lal:-aSS ourceServer
D atabaze D |1|

Enter logon information

CONMX Database Logon (CONMX 11.5 (build 12229)) E3 |

D atabaze: Source [ADABAS)
— COMMi D atabase Logan Cancel |
Server I.ﬁ.dahasS ources erver
Uzert ame; Isaguser
Pazzwiord: I’“““"“I
TCP/P Part: |6500
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2. You now have a connection to the source database defined in the CDD

=. CONMX - CONNX Data Dictionary Manager M=l E3
File Edit Security Tools View Help
D[ H| &|®=|@ &2
@ CONN Views CE
@ Source [ADABAS] [— |
Lelete |
Import... |
4 ¥
Ready CAP v

3. Repeat Step 1 for the target database. You will now have the source and target database connections

defined in the CDD
=: CONNX - CONNX Data Dictionary Manager =]
File Edit Security Tools View Help
D[(=| *[5=|@ &2
@ CONN Views Lbod
@ Source [ADABAS) Fename |
@ Target (ADABAS) =
Delete |
Import.... |
1| ¥
Ready v
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Set the CDD Security
1. In the Security menu, clear Default Access = Read Only.

'=- CONMX - CONNX Data Dictionary Manager =]
W Tools  View Help
DI | Dﬂl Users...
Groups. ..
Database Account Management. ..
Application Management... Bename... |

CDD Password. .. Delete |

Maxirurm CDD Security

— w0

]

Import....

Default Access = Read Only

Default Access = None

Disable COMMY Integrated Security
w Allow "Create”™ SQL Statements

el

2. In the File menu, select Save As.
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Organize v 1= Views ~ | New Folder (7]
Favorite Links Mame -+ I'I Date modified I'I Type I'I Size I*I Tac
| Samples 4(20/2010 11:01... File Folder
Bl Desktop |_|sAMPLES.CDD 8/17/2012 4:25PM  COD File 86 KB
M Computer |_|webquartztemplate.... 8/17/2012 4:25PM CDD File 15 KB
!E Pictures
EQ' Music
[ Recently Changed
EB Searches
Public
Folders ~ 4 |

File name: I Replicationsample| cdd

Lelie |

Save as type: ICDNNK DDs (*.COD)

|~ Hide Fuldersl Save I Cancel |

3. Name your CDD and select the appropriate folder to save it in. Click Save.
4. Close the CONNX Data Dictionary Manager.
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Enabling a CDD for Adabas to Adabas Event Replication

Enabling a CDD for Adabas to Adabas Event Replication is the first step in getting data replicated. This
includes:

e  Opening a CONNX Data Dictionary (CDD)
e  Entering connection information to connect to the source and target databases through CONNX

o Selecting files from a source database and a target database to be used in replication

Enable a CDD for Event Replication if:
=  This is the first time you have use the Open Systems Event Replicator.
=  This is the first time you have used this CDD for event replication.

=  You are using a different CDD than the one used during the last event replication session.

After you enable the Event Replicator you will have a CDD with replications that are ready to be:

o Deployed (which starts replicating data from source database to target database)

The Event Replication Controller is designed to use a single CDD. When designing a set of replications create one
CDD that includes all the desired source tables and target databases.

Caution: Replications from two separate CDDs cannot be deployed to the same Controller; if you attempt to do so,
the replications from the second Data Dictionary will replace the replications from the first.

Caution: Two separate CDDs cannot replicate to the same targets from two different controllers. The Event
Replicator is designed to maintain data integrity from the source to the target; any target modifications from more
than one controller will result in replication errors, disabling the Event Replicator.

If you do not have a replication CDD created, create one.

2. On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click
Replication Administrator. If this is the first time the Replication Administrator has been used, the Open
the Data Dictionary window appears.
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Open Systems Event Replicator - Open the Data Dictionary

ECECI

Ebuildveriny_accessEk.u:u:h:li £¥| buildwerifyZ_cizam_ais_42.cdd
L @ buildverify?_access37. cdd ﬁ buildwernfv?_cizam_hpus cdd
bu R t @ buildverifp?_adabas_aix cdd E bulldverifyZ_cizan_linus. cdd
Documents @ buildverify?_adabas_hpus.cdd E buildvernify?_cizam_sco.cdd
@ buildverifv?_adabas_linuxed_p330.cdd ﬂ buildverifvZ_cizam_zolariz.cdd
@ buildverify?_adabas_linus. cdd E buildvernfy?_cizam_solans_56.cdd
Desktop |E| buildverify?_adabaz_linux_p330.cdd E buildvernfyZ_cizam_win.cdd
@ buildverify?_adabas_p330.cdd E buildvernfy?_conmwstore. cdd
g @ buildverify?_adabaz_zolaris. cdd E] bildverify?_dataflex. cdd
_ %] buildverifyZ_adabas_vse.cdd ¥ buildverify2_db2 cdd
WREEUER i3] buildverity2_adabas_win.cdd | buildverify2_dbms_alphal.cdd
— @ buildverfy?_adabaz_win_5.cdd E buildverfyZ_dbms_trisie. cdd
'-_!F ] @ buildverifv?_airndbz. cdd ﬂ buildverifvZ_dizam_aix.cdd
r-.-1||::rn|:|uh==r @ buildverify?_az400db2. cdd E buildvernify?_dizam_hpus.cdd
= |E| buildverify?_cisam_aix. cdd E buildverify?_dizam_linus.cdd

|
Fy M et
Pl

Note: Only CONNX Data Dictionaries (CDD) that contain both the source and target (destination) data
bases can be used for replication. Both the source and target database must be for Adabas version 6.3 SP1
or later.

2. If the Replication Administrator has been used previously, the Open Systems Event Replication window
appears. The Event Replicator will normally open the last opened CDD.

e If this is the CDD you want, you do not need to re-enable the Event Replicator for this CDD.

e If this is not the CDD you want, from the File Menu, click Open CDD. Select a CDD that
contains the source tables to be replicated and the target database, and click Open. The Configure
Servers window appears

3. If the Replication Administrator has not been used before, select a CDD that contains the source tables to
be replicated and the target database, and click Open. The Configure Servers window appears.
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Chapter 5 - Using the Event Replicator - Adabas to Adabas

x|

—COMNMNX Logon Credentials

|Iserbame I

Test Connection |

Password I

—Replication Server

Mame/iddress

=

Parallel transaction count

Port | 9200

—Select Source Database Port

DBIDN

=

F‘f=rt| 9200 Applytnﬂ.lll

Enter your User Name and Password in CONNX Logon Credentials and click Test Connection. If the
data is valid, the following message window appears:

Open Systems Event Replicator - Config

Connection successful.

x|

Click OK. The message window closes.

Enter the server name or IP address of the Replication Server in Name/Address and the server port

number in Port.
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Open Systems Event Replicator - Configure Servers

Note: The default port number is 9200.

7. Click Done. The Add Tables window appears.
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= - Open Systems Event Replicator - Add Tables

File Edit
' Table Selection Adabas File Copy |

Source Database Target Database
j target j
Copy ‘ Source File i | Target File Target Exists FOT Different
I 9 r r
[ é
=
-

Select the source file number(s) you wish to replicate.
Note: the target file does not need to exist, but if a file with the same file number does exist on the target,

the fdt's will be compared and if they are different, a warning will appear. The target file must have the
same file number as the source, so if there is a conflict it will need to be resolved prior to continuing.

Click OK. The Open Systems Event Replication window appears.
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Adding an Adabas to Adabas File Copy Replication to the Event Replicator

Adding an Adabas to Adabas File Copy Replication to the Open Systems Event Replicator includes:
e Opening a CONNX Data Dictionary (CDD)
e Selecting a source nucleus from the Adabas nucleus in the CDD
e Selecting a target Adabas nucleus

e Select the file numbers that will be replicated
Add an Adabas to Adabas File Copy replication if:
=  You wish to replicate a source file exactly to another Adabas nucleus file

=  You do not wish to change or modify the data during replication, just transfer the data exactly as it is

After you add a replication you will be able to:

e Deploy it (which will start replicating data from source database to target database)

You can add many source files to the Event Replicator and associate them with a target database at the same time.

Warning: To maintain data integrity,a file cannot be both the source table in one replication and a target file in
another replication.

1. Open the Open Systems Event Replicator CDD.

2. Click Add Tables. The Add Tables window appears. If this is a new CDD then the Add Tables form will
open automatically. Select the Adabas File Copy tab and you will see dropdowns to select the Source and
Target Database. Once selected, the file numbers available to replicate will be listed. *If you do not see
the "Adabas File Copy" tab check the following: Are there more than one Adabas nucleus with a version
6.3.1.03 or higher imported into the CDD? Do you have a license for Adabas to Adabas File Copy
replication?
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Open Systems Event Replicator - Add Tables E

File  Edit

Table Selection |/

Source Database Target Databaze

soUrce j target j

FOT Different

Target Exists

E..
. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
EEEE N v =
-0 2 12 i r
T N R 13 V¥ r

RBefresh | 0K Cancel

Select the "Copy" checkbox for the files you wish to replicate. On the right is information about the same
file number on the target database. It will tell if the target file already exists and if the fdt of the target is
different then the source before the replication is started. It should be noted that target tables are dropped
and recreated on deploy, so check to make sure the target database is the correct one.
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Open Systems Event Replicator - Add Tables E
File Edit

"Table Selection  Adabas File Copy |

Source Database Target Databaze

target j

FOT Different

Target File Target Exists

E..
. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
G 1 v -
A 12 7 -
o1 1 2 r

RBefresh | 0K Cancel

4. Click OK. The Open Systems Event Replication window appears and the files you added are in the list.
The "Map Columns" and "Build Targets" buttons are disabled because the functionality does not apply to
A to A file Copy replications.
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

Eile Edit YWiew Tables Servers Help

A . — Controller: Igottieb2008
Fieplication Design |Depl0_l,led Replications ServerStatusI SN [EpeE

Source Table Target Databaze

Active | Source Database

iv]

Target T able

{sounce itarget

¥ sounce 11 target : 11
[ WV sounce 12 target 12
ooy ¥ souce 13 target 13

E Add Tablesl il: Iap Eolumnsl | ) Walidate ﬁctivel
& Delete Rep @ Build Traraets | | ﬁ Config Servers a'._J Deploy |

5. If you want to deploy the changes you've made, click Validate Active and then Deploy. If you wish to save
the changes but not deploy them until a later time, click the File menu and then click Save.

For more information about Validate Active, see Validating Active Servers. For more information about
Deploy, see Deploying the Event Replicator.

To assign a different file number to the target file, please see the section on Renumbering Target Files.

Note: The list of files displayed on the Add Tables dialog is cached in the Replication Administrator the first time
this dialog is opened. If files are added or removed from Adabas while the Replication Administrator is running,
you may need to use the Refresh button to refresh the list of files.

209



Adabas Open Systems Event Replicator

Renumbering Target Files

Renumbering files on the target system includes:

Use the renumber feature if:

After you add a replication with renumbered target files you will be able to:

Opening a CONNX Data Dictionary (CDD)

Selecting a source nucleus from the Adabas nucleus in the CDD
Selecting a target Adabas nucleus

Select the file numbers that will be replicated from the source

Specify a new file number for the target

You wish to replicate Adabas files but you want the target files to have different file numbers than the
source

Deploy it (which will start replicating data from source database to target database)

You can renumber the target file in the Add Tables dialog..
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Open the Open Systems Event Replicator CDD.

Click Add Tables. The Add Tables window appears. If this is a new CDD then the Add Tables form will
open automatically. Select the Adabas File Copy tab and you will see dropdowns to select the Source and
Target Database. Once selected, the file numbers available to replicate will be listed. *If you do not see
the "Adabas File Copy" tab check the following: Are there more than one Adabas nucleus with a version
6.3.1.03 or higher imported into the CDD? Do you have a license for Adabas to Adabas File Copy
replication?
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Open Systems Event Replicator - Add Tables E
File Edit

Table Selection |/
Source Database Target Databaze
soUrce j target j

Target Exists FOT Different

E..
. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
L i T -
I 12 V¥ r
- 1 &2 -

Refresh | oK Cancel

3. Select the "Target File" field for the file to be renamed and enter the new file number. Below is an example
of changing file 9 to file 29
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Open Systems Event Replicator - Add Tables E
File Edit

"Table Selection  Adabas File Copy |

Source Database Target Databaze

soUrce j target j

Target Exists FOT Different

E..
. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
G ¥ v -
A 12 7 -
Ak 1 2 |‘

Refresh | oK Cancel
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Open Systems Event Replicator - Add Tables E
File Edit

"Table Selection  Adabas File Copy |

Source Database Target Databaze

soUrce j target j

Source File

Target Exists FOT Different

. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
F T 1 7 o
PR 12 2 m
o1 1 2 r

Refresh | QK Cancel

If the source file has a LOB file associated with it, the LOB file will be displayed below the source file in
the grid. In this case, the LOB file for file 9 is file 14. The LOB file can also be renumbered in the same
manner. Click in the Target LOB File field and change the number.

Click OK. The Open Systems Event Replication window appears and the files you added are in the list.
The "Map Columns" and "Build Targets" buttons are disabled because the functionality does not apply to

A to A file Copy replications. Note that the Target Table number reflects the renumbered table. LOB files
are not displayed on this screen.
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

Eile Edit YWiew Tables Servers Help

A . — Controller: Igottieb2008
Fieplication Design |Depl0_l,led Replications ServerStatusI SN [EpeE

Target T able

Target Databaze
: target
¥ sounce 11 target
[ WV sounce 12 target
ooy ¥ souce 13 target

E Add Tablez il: Iap Columnz | ) Walidate ﬁctivel

& Delete Rep @ Build T angets i_ﬁ Config Servers a'._J Deploy

5. If you want to deploy the changes you've made, click Validate Active and then Deploy. If you wish to save
the changes but not deploy them until a later time, click the File menu and then click Save.

For more information about Validate Active, see Validating Active Servers. For more information about
Deploy, see Deploying the Event Replicator.
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Deleting a Replication

Deleting a replication includes:
e Opening a CONNX Data Dictionary (CDD)

e Removing the replication from the Replication Design tab

Delete a replication if:

=  You no longer want to replicate this source data to this target table.

After you delete a replication you will be able to:

e Deploy the data dictionary (the deleted replication will be removed from the Controller)

You can only delete one replication at a time.

Deleting a replication does not remove the replication by itself. The replication will no longer appear in the
Replication Design tab. Data replication will continue until the next time the CDD is deployed.

1. Open the Open Systems Event Replicator CDD.
2. Select the replication you wish to delete and click Delete Rep.

= - Dpen Systems Event Replicator - Event Replication for C:\CONNX32\UTILS \AZA.cdd

File Edit Wew Tables Servers Help

Replication Design | Deployed Replications I Server Status I Controller: Igottieb2008
Ada # | Active | Source D atabase | Source Table Target Databasze Target Table
¥  source 3 target 29
|| v souce il target 11

W souce 12 target 12

E Aidd Tables| §I: tap Columnz [ ,y alidate Active|

& Delete Rep @ Build Targets | | E Config Servers &_J Deploy

215



Adabas Open Systems Event Replicator

3. The following message appears:

Open Systems Event Replicator - Event Re ﬂ

3. Click Yes. The selected replication will be deleted no matter whether the replication is marked Active or
Create.

The replication no longer appears in the list of those available to be deployed.

= - Open Systems Event Replicator - Event Replication for C:%CONNX324UTILS  AZA.cdd
File Edit Yiew Tables Servers Help

o . — Controller: Igottieb2008
Replication Design |Depl0_l,led Hepllcatlonsl Server Statusl SN [EeE

Ada # | Active | Source D atabase | Source Table Target Databaze Target T able
V  souce 3 target 29

M sounce T target T

. Delete Rep @ Build Targets i_@ Config Servers a‘_} Deploy

IE Add Tables EI: Iiap Calumins i_‘y Walidate Active |

4.  When you are done deleting replications, click the File menu and then click Save.
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Configuring Replication and Source Database Servers

Configuring replication and source database servers includes:
e Opening a CONNX Data Dictionary (CDD)
e  Entering the CONNX login credentials
e  Specifying the replication server and its communication port

e  Assigning a source database communication port

Configure the replication and source database servers if:

= The configuration information is missing, changed, or incorrect

After you configure the replication and source database servers you will be able to:

e Add source tables to be replicated

e Deploy the replication (which will start replicating data from source database to target database)

Open the Open Systems Event Replicator CDD.
2. Click Config Servers. The Configure Servers window appears.

e Open Systems Event Replicator - Configure Serve ﬂ

—CONMNX Logon Credentials

Userlame I Test Connection |

Passwaord I

—Replication Server

MName/Address Paort I 200
Parallel fransaction count Ig 3:

—Select Source Database Port

DBID1 =] Pert [ 500 Applytng.l||

3. Enter your User Name and Password in CONNX Logon Credentials and click Test Connection. If the
data is valid, the following message window appears:
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Open Systems Event Replicator - Confi

Connection successful,

4. Click OK. The message window closes.

5.

To configure a replication server, enter the server name or IP address of the Replication Server in

Name/Address and the server port number in Port.

Parallel transaction count specifies the number of transactions that will be processed in parallel. For initial
state processing, this will be the number of simultaneous initial states that are running. Although the
optimum value for this field is dependent on the available memory and speed of the server, a general

guideline is to set this value to 2x the number of processor cores.

= Open Systems Event Replicator - Configure Servers

—CONMX Logon Credentials

x|

Userlame IEI Test Connection |

Passwaord I*

—Replication Server
Mame/iddress

test 2habd

Port | 9200

Parallel fransacton count

=

—Select Source Database Port

DBID1 =] Pert [ 500 Applymgn|

Note: The default port number is 9200.

To set the server port number on a single Source Database, select the Source Database from the list, enter

the server port number in Port, and click Set Port.

Note: Do not click Apply to All if you only want to set the port number on a single Source Database.

To set the same server port number for all the databases, enter the server port number in Port, and click

Apply to All. You do not have to select any Source Databases.
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Note: You cannot add a Source Database here. To add a Source Database to the CONNX Data Dictionary,
use the CONNX Data Dictionary Manager. For more information about the CONNX Data Dictionary
Manager, see CONNX Basics - Working with CDDs in the CONNX User Reference Guide.

Click Done.
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Viewing Server Status

Viewing server status includes:
e Opening a CONNX Data Dictionary (CDD)

e Viewing the current state of all the replication servers.

View the server status if:

=  The log file contains error messages about a server.

After you view the server status you will be able to:

e  Stop the replication servers

e Restart the replication servers

You may want to view the server status if you receive an error message about a server.

1. Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab. The following appears:

= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - IEIIlI

File Edit Wiew Servers Help

State Description
: Waiting.....

Replication Design I Deployed Replications
Server Type | Server Name/Address

Debug Level

4| |

<, Refresh | .f:{\'; Restart Senvers |

Z

When the server information has been retrieved, the following displays:
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil

File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status I e i ST IR
Server Type | Server Name/Address State Description Queue Length Debug Level
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES —-> EMPLOYEES Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES. . Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_LANG > EMPLOYEES_LANG Replicating. 2010-08-1015:11:28 2010-08-10 15:11:30 00:00:02
. EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
l_é Refresh | O Restart Servers

Stop Targets

This grid contains the status for all the Replication components. The columns and their meaning are as follows:
e Server Type

e Server Name/Address

This is the name of the server that the corresponding component is installed on.

e State Description

This tells the current state of the component or replication. Potential values and their meaning are as
follows:

¢ Quecue Length
This indicates the number of elements in the queue. In normal operation, this number will grow
and shrink depending on load. A rapid increase in this number that never goes down is an

indication that the target database is offline and transactions are queuing but not being processed
on the target.

e Debug Level

This indicates the debug level of each component

e  Messages

If there are any error messages associated with this component, they will be displayed here. Hint:
Double click on this field to display the entire message in an edit box for easier reading.

The server status information will automatically refresh every 30 seconds. To manually refresh the server status,
click the Refresh button.
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The Time field in the upper right corner will contain the latest refresh time.

You can also adjust the display column width.

For more information about server status and a full description of the potential State Description values, see Server
Status Tab.
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Deploying the Event Replication

Deploying the event replication includes:
e Opening a CONNX Data Dictionary (CDD)
e  Marking replications to be deployed as active

e Deploying active replications to the replication controller

Deploy the event replication if:

=  You want to begin actively replicating your source data to the target databases

After deploying the event replication you will be able to:

e  Check server status

All changes made using the Open System Event Replicator must be deployed to the appropriate replication server
for them to take effect.

Note: If the event producer and controller were installed on different machines, start the message queue on both
machines (Windows or UNIX) before deploying a replication.

1. Open the Open Systems Event Replicator CDD.
2. To deploy a replication, click Active in that row.

= - Open Systems Event Replicator - Event Replication for C:%CONNX324UTILS  AZA.cdd

File Edit Yiew Tables Servers Help

Replication Design | Deployed Replications I Server Status I Controller: Igottiebz008
Ada # | Active | Source D atabase | Source Table Target Databaze Target T able
V  souce 3 target 29
[l v source " target 11
P v souce 12 target 12

E Add Tablesl EI: Idap Eolumnsl I ’y Walidate Activel
& Delete Rep @ Build Taraets | | @ Config Servers a'_J Deplay |

I
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3. Validate that the active replications are ready to be deployed.

4. Click Deploy. A status dialog will appear displaying each step and status of the deployment process. When
the deploy is complete there will either be message showing that the system is replicating or processing
initial states. If there are any errors during the deploy process, they will be displayed in this message box.

For mor information on status after a deploy, go to the Server Status tab.

The Ada # column will be blank until the deploy has completed. In an Adabas to Adabas replication environment,
the Ada # relates to the ID column from the Adabas adaopr command when using the display=replication option.
For more information about the adaopr command and the replication related options, please see the Adabas Utilities
documentation on the Software AG Empower website.

Note: Starting with version 12 SP3, Adabas to Adabas replications can no longer be undeployed by unchecking the
Active checkbox and redploying. To undeploy an individual Adabas to Adabas replication, use the UnDeploy
Selected button on the Deployed Replications tab.
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Performing an Initial State

Performing an Initial State includes:
e Opening a CONNX Data Dictionary (CDD)

e  Moving a copy of the source database into the target database
Perform an Initial State if:
= The target database is corrupt

=  An unrecoverable error occurred

After performing an Initial State you will be able to:

e Deploy the Event Replicator (which starts replicating data from source database to target database)

Initial State duplicates the data in the source database and inserts it into the target database.

Initial State replaces the entire contents of the selected target tables with the current version of the source tables.

1. Open the Open Systems Event Replicator CDD.
2. Click the Deployed Replications tab.

~ipix

File Edit View Tables Help

Replication Design  Deployed Replications I Server Status I

Source Table Target Table Select
 testd dbo. EMPLOYEES test?6x64 dbo EMPLOYEES |
testd.dbo EMPLOYEES_BONUS test?6xb4 dbo EMPLOYEES_BONUS -
testd.dbo. EMPLOYEES_INCOME test?6x64. dbo EMPLOYEES_INCOME -
testd dbo EMPLOYEES_LANG test?6x64 dbo EMPLOYEES_LANG -
testd.dbo EMPLOYEES_LEAVE_BOOKED test?6xb4 dbo EMPLOYEES_LEAVE_BOOKED r
testd dbo EMPLOYEES_ADDRESS_LINE test?6x64 dbo EMPLOYEES_ADDRESS_LINE -

E Select All |

Elgeselectﬁ.ll | ‘ﬁg |_rmz|5ta:s|
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3. Click the Select check box for the target tables you wish to overlay with the current source table contents
and click Initial State. The following message appears:

Open Systems Event Replicator - Event Replication [EJ

—

If the initial state request failed, the following message appears:

Cpen Systems Event Eeplicator - Event Replication

—
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Un-Deploying all Replications

Un-Deploying all replications includes:

Opening a CONNX Data Dictionary (CDD)
Removing the CDD from the Controller

Removing all active replications

Un-Deploy all event replications if:

The target database will be out of service for an extended period

You no longer want to use this target database

After un-deploying all replication you will be able to:

Do maintenance on the target database
Replicate to a new target database
Use a different Controller

Create a new CDD and use the new CDD for replication

Un-deploy All will un-deploy all active replications at once and put the controller and EP in an idle state.

Un-deploy All un-deploys the entire CDD, not just the individual replications.

If you don't want to un-deploy all active replications, use the UnDeploy Selected button instead of the UnDeploy
All button.

1.

Open the Open Systems Event Replicator CDD.

2. Click the Deployed Replications tab.
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd
File Edit Yew Tables Help

Replication Design Server Statusl

Source Table Target Table Select
{target, File 29 N
source, File 11 target, File 11 O
zource, File 12 target, File 12 O
source, File 13 target, File 13 O

UnDeploy Selected Select All
L%
|.3( UnDeplog &l | Egesehecmu | ‘9[3 Initial State

3. Click Un-Deploy All. The following message appears:

Open Systems Event Replicator - Event Re il

Warning: Clicking Yes will un-deploy ALL replications whether you do or don't click Select.

The following message appears:
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Open Systems Event Replicator - Deploy ﬂ

: Deployed replications have been successfully removed.
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Un-Deploying selected Replications

Un-Deploying selected replications includes:
e Opening a CONNX Data Dictionary (CDD)

e Removing individual replications from the active replications

Un-Deploy selected event replications if:
= The target database will be out of service for an extended period

®=  You no longer want to use some but not all of the current replications

Un-deploy Selected will un-deploy only those replications with the Select checkbox checked.

If you don't want to un-deploy all active replications, in the Replication Design tab, you can select those replications
you wish to un-deploy, clear Active, and click Deploy.

1. Open the Open Systems Event Replicator CDD.
2. Click the Deployed Replications tab.

= - Open Systems Event Replicator - Event Replication for C:%CONNX324 UTILSY A2A cdd
File Edit Wew Tables Help

Replication Design : | Server Statusl
Source Tablz Target T ahle Select
F source, File 9 target, File 29 |
source, Filz 11 target, File 11 ||
source, File 12 target, File 12 O
zource, File 13 target, File 13 O
|} UnDeploy Selected | '::;IE:I Select all |
| _& UnDeplop Al | Deszelect All | Initial State
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3. Select a replication to Undeploy - in this case we will select file 11.

= - Open Systems Event Replicator - Event Replication for C\CONNX32\UTILS  AZA.cdd

File Edit Yiew Tables Help

Replication Design  Deploved Replications | Server Status

Source Table

Target Table Select
source, File 9 target, File 29 [

] ce gtarget, File 11
target, File 12 - r
target, File 13

source, File 12
source, File 13

[__* UnDeploy Selected

[_i, UnD eplay &1

=
2 |
g T
T | B
g | =
= | £

'S,

=

o

[

]

4. Click Un-Deploy Selected. The following message appears:

Open Systems Event Replicator - Undeploy status. |

UnDeploying selected Replications...

IInDeploving Replications

A message will be sent to the EP instructing it to remove the replication(s) specified from the list of
deployed replications.
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Note: If you use UnDeploy Selected to remove all the replications, the controller and EP will remain
active with nothing to do. If yo wish them to become inactive, use the UnDeploy All button.
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Stopping Event Replication

Stopping event replication includes:
e Opening a CONNX Data Dictionary (CDD)

e Stopping the target database from receiving replications

Stop event replication if:

= You wish to bring the server down to do any target database or server maintenance and bring the server
right back up.

= You wish to save all the replications generated by the source database without performing an initial
state.

After stopping event replication you will be able to:

e Perform maintenance on the target database

e Restarting event replication

To temporarily stop the Event Replicator without removing the deployed replications or losing any data that will be
copied to the target tables, stop the target servers.

Stop the target servers before you do any target database or server maintenance.

Note: Stop Targets does not stop individual servers. All target servers listed in the Server Status tab will be
stopped.

Note: Stop Targets does not stop source or replication servers.
e To stop source servers, stop the Adabas nucleus.

e To stop the replication server, go to the Microsoft Management Console and stop the CONNX
Replication Controller service.

Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab.
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd

File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status I

=lolx]

Last Refresh: 3:11:50 PM

Server Type | Server Name/Address

State Description

Queue Length Debug Level

4

Replication ‘ State Description Initizl State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
. EMPLOYEES > EMPLOYEES Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES.. Replicating 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
EMPLOYEES_LANG —> EMPLOYEES_LANG Replicating. 2010-08-1015:11:28 2010-08-10 15:11:30 00:00:02
. EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 15:11:28 2010-08-10 15:11:31 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
. Producer testd Replicating. MN.A None
Contreller bluten2008 Replicating. MLA None

| o Restart Servers

Stop Targets

3

. Click Stop Targets. While the target servers are being stopped, the following displays:

= - Dpen Systems Event Replicator - Event Replication for G\ CONNX32\UTILS \docdemo3.cdd
File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status |

=10l x|

Last Refresh: 11:31:28 AM

Server Type | Server Name/lddress State Description Queue Length Debug Level
Replication ‘ State Description Initial State Start Initial State End Total (HH:MM:S5) Messages
- EMPLOYEES_LEAVE BOOKED —» EMPLOYEES_LEAVE. Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES —-> EMPLOYEES Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_BONUS --» EMPLOYEES_BONUS Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES.. Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —> EMPLOYEES_LANG Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_INCOME --> EMPLOYEES_INCOME Stopping... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/lddress State Description Queue Length Debug Level Messages
... Producer testd Replicating. MLA. None
.. Controller bluton2008 Replicating. MLA MNone
. |
é Refresh |

status:

4. When the target servers have been stopped, the Consumer(s) and Replications will be in an Offline
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil

File Edit View Servers Help

Replication Design | Deployed Replications ~ Server Status I L=l Tt
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --> EMPLOYEES_LEAVE..  Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Regplication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ é Refresh | o Restart Servers

Stop Targets
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Restarting Event Replication

Restarting event replication includes:
e Opening a CONNX Data Dictionary (CDD)

e  Start the replication server, the source database and the target database

Restart event replication if:

= A error that caused replication to stop has been corrected

After restarting event replication you will be able to:

e  Check the server status

If the Event Replicator has been stopped, restart the target servers to enable replication.

If a replication server or source database was stopped due to an error, Restart Servers can restart the replication
server or source database once the error condition has been corrected. See the log file in the Replication Log

Directory for more information.

All replications that have been processed while the servers have been stopped remain in the queue in the order
received. After the servers have been started, the Event Replicator processes the replications in the order they appear

in the queue.

Note: Restart Servers does not start individual servers. All severs listed in the Server Status tab will be started.

1. Open the Open Systems Event Replicator CDD.
2. Click the Server Status tab.
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil
File Edit View Servers Help
Replcation Design | Deployed Replications  Server Status | Last Refresh: 11:37:08 AM
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --> EMPLOYEES_LEAVE..  Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Regplication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replication Offline. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ 5@ Refresh | o Restart Servers

Stop Targets

Click Restart Servers.

= - Dpen Systems Event Replicator - Event Replication for G\ CONNX32\UTILS \docdemo3.cdd -3l x|
File Edit View Servers Help
Replication Design | Deployed Replications  Server Status | Last Refresh: 11:3%:08 AM
Server Type | Server Name/lddress State Description Queue Length Debug Level
Replication ‘ State Description Initial State Start Initial State End Total (HH:MM:S5) Messages
- EMPLOYEES_LEAVE_BOOKED > EMPLOYEES_LEAVE . Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES —> EMPLOYEES Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_BONUS —> EMPLOYEES_BONUS Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_ADDRESS_LINE > EMPLOYEES_ADDRES.. Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG > EMPLOYEES_LANG Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_INCOME --> EMPLOYEES_INCOME Starting... 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/lddress State Description Queue Length Debug Level Messages
... Producer testd Starting.... A None
.. Controller bluton2008 Starting.... MLA MNone
. |
é Refresh | @ Restart Servers |

When the servers have been started, the following appears:
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= - Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - Ellil
File Edit View Servers Help
Replcation Design | Deployed Replications  Server Status | Last Refresh: 11:41:08 AM
Server Type | Server Name/Address State Description
Replication ‘ State Description Initial State Start | Initial State End Total (HH:MM:55) | Messages
EMPLOYEES_LEAVE_BOOKED --» EMPLOYEES_LEAVE.. Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
-~ EMPLOYEES —> EMPLOYEES Replicating 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
EMPLOYEES_BONUS --» EMPLOYEES_BONUS Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_ADDRESS_LINE --> EMPLOYEES_ADDRES . Replicating 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_LANG —» EMPLOYEES_LANG Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:03
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MA None
Contreller bluten2008 Replicating. MLA None
‘ |
[ é Refresh | o Restart Servers

Stop Targets
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Starting, Stopping and Getting Status from the Event Server

On Windows:

On a Windows system, the Event Server and Message Queue are installed as Windows Services
and will start automatically when Windows starts. If you wish to stop the Event Server or the
Message Queue, go to the Windows Services manager, select the service you wish to stop and
select Stop from the Action menu item.

On Unix:

On a Linux/Unix system, the Event Server and Message Queue can be started and stopped with
start and stop parameter.

The syntax for the Message Queue is:
/maqserver [start|stop|status]

The syntax for the Event Server is:
.Jeventserver [start|stop|status]

The status parameter displays whether or not the server is running. If the server is already
running when you pass in the start parameter, the server will first be stopped and then restarted.

Note: The Message Queue should be started before the Event Server and the Adabas nucleus
that is involved in replication. If the Message Queue is not started first, error messages will
appear in the log files indicating that either the EP or the Controller could not contact the Message
Queue. These messages will continue to appear until the Message Queue is started. When
stopping services, the Message Queue should be stopped last.
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Using adaopr command line Utility

The Open Systems Event Replication Administration tool can recognize replications that have been added,
removed or had status changed via the adaopr command line utility.

Before using the Event Replication Administrator with a nucleus that has had replications previously added to it via
the adaopr utility, the Event Server must first be Synchronized with the EP running within that nucleus.
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Select a nucleus that contains replications added via the adaopr utility

| Administrator. Adabas 6.3.1.03 \;li-_
sadaopr dbid=180 di=repl
:ADAOPR-I-STARTED. B8-FEB-2816 14:22:13, Version 6.3.1.13 Mindows b64Bit>

Database 18, startup at B8-FEB-2016 12:44:03
ADANUC Version 6.3.1.13, PID 14676

ADANUC Uersion 6.3.1.13
Datahase 168 Replications on B8-FEB-2816 14:22:83
ID From FNR To DE To FMR Status Remark

Active
Active

1
2
3 Active
4 Active

A1l replication targets are up to date.

«ADAOPR-I-TERMINATED. BE8-FEB-2816 14:22:13. elapsed time: GB:@8:00
]

Open the Open Systems Event Replicator CDD that contains database connections for the source and target
databases. If this is a brand new CDD, it will need to be Enabled for Replication.

On the Add Tables dialog, either select one of the files that is currently being replicated or choose
a new file to replicate.
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Open Systems Event Replicator - Add Tables E
File Edit

Table Selection |/
Source Database Target Databaze
soUrce j target j

Target Exists FOT Different

E..
. Source LOB File | Target LOBFile | Target LOB Exists |
Lo f14 14 [~
Copy Source File ¢ | Target File | Target Exists | FOT Different
L i T -
I 12 V¥ r
- 1 &2 -

Refresh | oK Cancel

3. Click OK and then click Deploy from the Replication Design screen:
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

Eile Edit YWiew Tables Servers Help

A . — Controller: Igottieb2008
Fieplication Design |Depl0_l,led Replications ServerStatusI SN [EpeE

Source Table Target Databaze Target T able

target

E Add Tablesl il: Iap Columnz | ) Walidate ﬁctivel

& Delete Rep @ Build T angets iﬁ Config Servers a‘_J Deploy

During the deploy process, the EP will become active and will send a current list of replications back to the
controller. This list will in turn be sent to the Administrator which will display them in the Active
Replications tab as well as the Server Status Tab:
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

File Edit YWew Tables Help

Replication Design Server Statusl

Source Table Target Table Select
E = target, File 11 |
source, File 12 target, File 12 -
zource, File 9 target, File 9 r
source, File 13 target, File 13 r

[}QnDeplo_l,l Selected | :,IEI Select all |
[3( UnDeplop &l | Egesehecmu | ‘*[g Initial State
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= - Open Systems Event Replicator - Event Replication for C:% CONNX324UTILSY AZA cdd

File Edit Wiew Servers Help

Replication Design I Deployed Replications ;| 2erver 2la Last Fiehiesh: 2:50:53 P

Server Type | Server Mameddddress State Description [ueue Length Debug Lewel Messages
& - target | Replicating. | Extreme ;

Replication | State Description Initial State Start Initial State End
12-x12 Rieplicating. UMEMOWN INEM DWW
-89-:9 Replicating. UMEMNOWN MKMW
213-313 Replicating. UMEMNOWN UMENOWHN

L 1= 11 Replicating. 2016-02-08 14:47.34 2016-02-08 14:47:51
Server Type | Server Mamedbddress State Description Queue Length Debug Lewel Meszages

- Producer 0UICE Replicating. M.A. Extreme

- Controller bluton Replicating. M.A. Extreme

4| |
[
L& Fefresh | 0 Restart Servers

0 Clear Messages Stop Targets |
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File Menu

Applies to all tabs.

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - |EI|5|

File Edit Wiew Tables Servers Help

Open COD Ctrl+0 . n2008
Close COD cations I Server Status I Contraller: Bluto
Open Deployed COD 4 Source Table Target Table
Save Cirl4s EMPLOYEES : EMPLOYEES
- EMPLOYEES_BONUS test?Enbd EMPLOYEES_BONUS [l
= EMPLOYEES_INCOME test?hbd EMPLOYEES_INCOME -
BE [w testd EMPLOYEES_LANG test26bd EMPLOYEES_LANG [l
- I5 [V testd EMPLOYEES_LEAVE BOOK.. testZbxbd EMPLOYEES_LEAVE_BOO ... [l
6 v testd EMPLOYEES_ADDRESS LINE test?fxfd EMPLOYEES_ADDRESS LI [l
[l AddTables B="ap Columns | Velidate Active
G Delete Rep | _él Build Targets [_ﬁ:ﬁnﬁg Servers é_j Deploy

The File Menu has four commands:
e Open CDD (or Ctrl+O)
e Close CDD
e  Open Deployed CDD
Contains a list of the deployed CDDs
e Save (or Ctrl+S)
Saves any replication changes generated since the last save or when replication began.

e Exit
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Edit Menu

Applies to all tabs

Replication Design tab:

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - |EI|5|

Eile | Edit Wiew Tables Servers Help

Select All Active Contraller: bluton2003

Clear All Active Server Status I
Select All Create Table Source Table Target Table Create | No Initial State
Clear All Create Table "EMPLOYEES test26x64 - EMPLOYEES ;
Select All No Inital State EMPLOYEES_BONUS test26x64 EMPLOYEES_BON.. [ r
o Ei'::’ . colie EMPLOYEES_INCO_  test26x64 EMPLOYEES_INCO. . r
= EMPLOYEES_LANG  test26x54 EMPLOYEES_LANG = [ r
e F testd EMPLOYEES_LEAVE.. test26xB4 EMPLOYEES_LEAV. T r
16 W testd EMPLOYEES_ADDR.. test26x54 EMPLOYEES_ADD. [ r
E Add Tables il:ﬂap Columns [_‘? Validate Active
[Tsk Delete Rep | 5y Build Targets | | pAConfig Servers wJ Derloy

The Edit Menu has seven commands:
e Select All Active
Clicks the Active setting in all replications in this CDD
e  Clear All Active
Clears the Active setting in all the replications in this CDD
e Select All Create Table

Clicks the Create Table setting in all replications in this CDD

e (Clear All Create Table

Clears the Create Table setting in all the replications in this CDD

e Select All No Initial State

Sets all replications to suppress Initial State processing during a deploy. This is an advanced function and
will only be displayed when the option "Show Suppress Initial State Field" is selected from the View menu.
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If No Initial State is selected, you must ensure the source and target tables are identical prior to starting
replication. If they are not, errors will occur. This option is not displayed by default and must be turned on
in the View menu.

e  (Clear All No Initial State

Clears the No Initial State setting in all the replications in this CDD

¢ Find

Brings up a Find dialog to allow searches for replications within this screen

There is also a Right Click context menu that contains the same options for Active, Create Table and No Initial State
that allows the same functions to be performed on selected Replications

= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - IEIIﬂ

File Edit View Tables Servers Help

Replication Design | Deployed Replications | Server Status | Controller: bluton2002

Rep# Source Table Target Table
{EMPLOYEES te { EMPLOYEES
Set Selection Active : —
) . EMPLOYEES_LANG -
| Set Selection Not Active
) EMPLOYEES_LEAV . I
& P testd Chedk Selection Create Table EMPLOYEES ADD. r
I Uncheck Selection Create Table
Checdk Selection Mo Initial State
Uncheck Selection Mo Initial State
E, Add Tables =Map Columns _} Validate Active
& Delete Rep ié Build Targets i_ﬁunﬁg&ar‘mr& a‘_} Deploy

Deployed Replications tab:
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i xd
File lﬁ View Tables Help

Select All
Deselect All
Source Table
f testd.dbo. EMPLOYEES
testd dbo EMPLOYEES_BONUS
testd.dbo EMPLOYEES_INCOME

testd dbo EMPLOYEES_LANG

testd.dbo EMPLOYEES_LEAVE BOOKED
testd dbo EMPLOYEES_ADDRESS_LINE

Target Table
{test26x64.dbo. EMPLOYEES
test26x64 dbo EMPLOYEES_BONUS
test26x64 dbo EMPLOYEES_INCOME
test26x64 dbo EMPLOYEES_LANG
test26x64 dbo EMPFLOYEES_LEAVE_BOOKED
test26x64 dbo EMPLOYEES_ADDRESS_LINE

E Select Al
M o] Deselect Al *[: Initial State

The Edit Menu has two commands:

e Select All/Deselect All

Check or clear the Select checkbox for all replications. The Initial State button acts on selected
replications.

Server Status tab:
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= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - |E||i|
File | Edit Wiew Servers Help
Set Debug Server Level  + [ RGTGE | Last Refresh: 11:45:57 AM
Repreamoroesgr [ DepoyeTTem a1y Verbose |
Server Type | Server Namei  All to Extreme  |State Description Queue Length | Debug Level
=8 Consumer | testd - test?6x64 { Replicating. i Mone
Replication | Stete Description | it State Start | nifia State End Total {
----- EMPLOYEES_LEAVE_BOOKED --» EMPLOYEE . Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES --= EMPLCYEES Replicating. 2010-08-11 15:38:34 2010-08-11 15:38:28 00:00:
----- EMPLOYEES_BOMUS --= EMPLOYEES_BONUS  Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_ADDRESS_LINE --= EMPLOYEE.. = Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_LANG --> EMPLOYEES_LANG Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_INCOME --> EMPLOYEES_INCO . Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. A Mone
.. Controller bluton2008 Replicating. M4 Mone
| | »
i_% Refresh | O Restart Servers
Stop Targets

The Edit Menu has one command with three sub commands:
e Set Debug Server Level

This sets the debug level for all the components without restarting the component. To change the debug
level a component uses when it starts, change its DEBUG_LEVEL in the registry. See Event Replication

Registry Settings. Three are three values for debug level:
e None: Minimal messages are written to the log. Errors are always written.

e Verbose: Diagnostic information is written when errors occur along with transaction information.

e Extreme: Complete diagnostics including buffer and transaction dumps are written to the log.
Note: This mode will cause a degradation in performance. Only use this mode when debugging
an error situation.

Note: After changing the debug level, the status in the grid may not change right away. This is due to the
fact that the system may not have made the change and reported the new status in time to be reflected in the
current request for status. Pressing the Refresh button or waiting 30 seconds for the next automatic refresh

will result in the new value being displayed.
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View Menu

Applies to all tabs

Replication Design tab:

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd

Fle Edit
Replicatior

Rep #

>

View Tables Servers Help

Show Schema
Show Suppress Initial State Field

Status I

=lol x|

Controller: bluton2008

8 Auto Column Width
Manual Column Width

Source Tahle

-MPLOYEES

| =1 EMPLOYEES_BONUS test2BxEd
v testd EMPLOYEES_INCOME test2bubd
v
v testd EMPLOYEES_LANG test2bxbd
v
v testd EMPLOYEES_LEAVE_BOOK.. testZ6xt4
v
v testd EMPLOYEES_ADDRESS_LINE test26x64
v

; EMPLOYEES

Target Table

EMPLOYEES_BONUS
EMPLOYEES_INCOME
EMPLOYEES_LANG
EMPLOYEES_LEAVE BOO ..
EMPLOYEES_ADDRESS_LI.

e e (I

il:ﬂap Columns

| 5y Build Targets | | pAConfig Servers

| Velidate Active

é_] Deploy

The View Menu has four commands:

e Show/Hide Schema

Selecting Show Schema will add the column Schema to the grid. This column displays the Schema name
for the each source table
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Eile

Edit View Tables

Servers

Help

Chapter 6 - Event Replicator Menus and Tabs

Replication Design | Deployed Replications | Server Status |

o =[5

Contreller: localhost

Rep # | Active | Source Database | Schema | Source Table | Target Database | Target Table | Create |
1 W testd dbo EMFLOYEES test26ubd EMPLOYEES -
2 [#  testd dbo EMPLOYEES_BCN.. test26x64 EMPLOYEES_BO.. -
E [  testd dbo EMPLOYEES_INCO... test?6x64 EMPLOYEES_INC... Il
| 14 W  testd dbo EMPLOYEES_LANG test?6x64 EMPLOYEES_LAN . -
I W testd dbo EMFLOYEES_LEAV.. test26x64 EMPLOYEES_LEA. -
: EMPLOYEES_ADD.. test26x64 (EMPLOYEES ADD.: [ml

il:Map Columns |

| & Build Targets I | [yfForfia Servers

| J Validate Active

P
33 |

é‘_-j Deplay

Show Suppress Initial State Field

This option will display a column in the grid which will allow the Initial State process to be suppressed
when the replication is deployed. Note: This is an advanced function. If No Initial State is selected, you
must ensure the source and target tables are identical prior to starting replication. If they are not, errors will
occur. This option is not displayed by default.
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Il
File Edit ’W Tables Servers Help
Hide Schema .

Replicatior ® Show ;uppress Initial State Field Status | Controller Bluten=008

Rep # ® Auto Column Width Schema | Source Tab | Target Database | Target Tabl | MNa Initial State
L Manual Column Width ;El"ﬂF'LC"T'E... - EMPLOYE... ] ]

2 ™ s EMPLOYE.. EMPLOYE... r r

E [  testd dbo EMPLOYE.. EMPLOYE... - -

| 14 W  testd dbo EMPFLOYE.. EMPLOYE... - -

I W testd dbo EMFLOYE.. EMFLOYE... - -

L [#  testd dbo EMPLOYE.. EMPLOYE... r r

= &d:lclTabIes| =Map Columns| | validate ﬁa:tive|
[T Delete F{ep| | & Build Targets | | [yfForfia Servers & Devloy |

e Auto Column Width

When selected the width of each column will be automatically calculated based on the width of the
application window

e  Manual Column Width

When selected the width of the columns will not be updated when the size of the application window
changes. This option will be automatically selected whenever a column width is manually changed. If you
wish to reset the width of the columns to fill the window after manually sizing them, select Auto Column
Width from the menu.

For more information see Adjusting Display Column Width.

Deployed Replications tab:
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= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - |E||i|
File Edit | Yiew Tables Help

# Auto Column Width
Manual Column Width

Replicatior

Server Status I

Source Table

f testd.dbo. EMPLOYEES
testd. dbo EMPLOYEES_BONUS
testd.dbo. EMPLOYEES_INCOME
testd.dbo EMPLOYEES_LANG

testd.dbo EMPLOYEES_LEAVE_BOOKED
testd dbo EMPLOYEES_ADDRESS_LINE

Target Table
{test26x64.dbo. EMPLOYEES [
test26x64 dbo EMPLOYEES_BONUS |l
test26x64 dbo EMPLOYEES_INCOME -
test26x64 dbo EMPLOYEES_LANG |l
test26x64 dbo EMPFLOYEES_LEAVE_BOOKED Il
test26x64 dbo EMPLOYEES_ADDRESS_LINE [l

di| Selectall
[](gnnepmml o |Deselectat | [ i sttatsl

The View Menu has two commands, Auto Column Width and Manual Column Width. These two commands work
the same as on the Replication Design tab.

Server Status tab:
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= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd

File Edit | View Servers Help

Refresh F5
Replicatior ———— Replications -

=0l x|

Last Refresh: 12:29:44 PM

Server Type | Server Name/Address State Description Queue Length Debug Level
=8 Consumer | testd - test?6x64 { Replicating.
Replication | Stete Description | it State Start | nifia State End Total |
----- EMPLOYEES_LEAVE_BOOKED --» EMPLOYEE . Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES --= EMPLCYEES Replicating. 2010-08-11 15:38:34 2010-08-11 15:38:28 00:00:
----- EMPLOYEES_BOMUS --= EMPLOYEES_BONUS  Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_ADDRESS_LINE --= EMPLOYEE.. = Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_LANG --> EMPLOYEES_LANG Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_INCOME --> EMPLOYEES_INCO . Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. A Mone
.. Controller bluton2008 Replicating. M4 Mone
| | »
[ ?E Refresh | o Restart Servers

Stop Targets

The View Menu has one command:

e Refresh

This option will refresh the screen with the current status. By default, the status will be refreshed
automatically every 30 seconds. To get status prior to the automatic refresh, select this command from the
menu or press the Refresh button at the bottom of the screen.
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Tables Menu

Applies to Replication Design and Deployed Replications tabs.

Replication Design tab:

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - |EI|5|
File Edit Wiew | Tables Servers Help

e 00 Tables Controller: bluton2008
Lt i Delete Replication Del  [Y57 Status I
Map Columns : Snurab : Tarbl
e EMPLOYEES :  EMPLOYEES Com
2 T EMPLOYEES_BON.. test26x64 EMPLOYEES_BO. [
WE I EMPLOYEES_INCO... test?6x84 EMPLOYEES_INC. [
4 [__Depley EMPLOYEES_LANG test28xB4 EMPLOYEES_LAN.. [
e F testd EMPLOYEES_LEAV.. test26x64 EMPLOYEES LEA.
16 W testd EMPLOYEES_ADD.. test26x64 EMPLOYEES_ADD. [
[l Add Tables F=Map Columns | Velidate Active
E Delete Rep [_él Build Targets [_@:onﬁgSBrvers é_j Deploy

The Tables Menu on the Replication Design tab has six commands:
Add Tables
Delete Replication

Map Columns (maps to either new or existing Target Tables depending on the replication)
Validate Active

Build Targets
Deploy

Each menu item on the Tables menu has a corresponding button at the bottom of the screen

Deployed Replications tab:
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Open Systems Event Replicator - Event Replication for C\CONNX32\UTILS\docdemo3.cdd = |E||5|

File Edit Wiew | Tables Help

Initial State —
Replication Desigl UnDeploy Al

Source Table

Target Table

testd. dbo. EMPLOYEES itest26x64. dbo EMPLOYEES Ird
testd dbo EMPLOYEES_BONUS testZ6x64 . dbo. EMPLOYEES_BONUS [
testd dbo. EMPLOYEES_INCOME test?6x64 . dbo. EMPLOYEES_INCOME [
testd dbo EMPLOYEES_LANG test26x64.dbo. EMPLOYEES_LANG [
testd dbo EMPLOYEES_LEAVE_BOOKED test?6x64. dbo. EMPLOYEES_LEAVE_BOOKED Il
testd dbo EMPLOYEES_ADDRESS_LINE test26x64.dbo EMPLOYEES_ADDRESS_LINE [

E Select Al
g UnDeploy Al JE |Deselect Al "[g Initial State

The Tables Menu on the Deployed Replications tab has two commands:
e Initial State
Selecting this option will send an Initial State request to the controller for all replications that have the

Select box checked. Use this option if you need to refresh a target table on a deployed replication. The
corresponding Initial State button at the bottom of the screen performs the same function.

e UnDeploy All

Selecting this option will undeploy all deployed replications. This stops the entire replication process. No
transactions on the source will be queued or replicated. If you wish to undeploy individual replications, go
to the Replication Design tab, uncheck the active check box for those replications and then press the

Deploy button. This will not cause previously deployed replications to go through the initial state process.
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Servers Menu

Applies to Replication Design and Server Status tabs.

Replication Design tab:

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - |EI|5|
File Edit Wew Tables | Servers Help
Config Servers .
:__F{eplication Biasig | Depl Status I Controller: bluton2008
Schema Source Table Target Table
M ; EMPLOYEES ; EMPLOYEES . |
2 ¥ testd dbo EMPLOYEES_BON... test26x64 EMFLOYEES_EO.. -
N [ testd dbo EMPLOYEES_INCO . test26x64 EMPLOYEES_INC . -
14 [ testd dbo EMPLOYEES_LANG test26x64 EMPLOYEES_LAN . r
B ¥  testd dbo EMPLOYEES_LE&V.. test26x64 EMFLOYEES_LEA. -
6 [  testd dbo EMPLOYEES_ADD.. test26x64 EMPLOYEES_ADD.. [
[l Add Tables F=Map Columns | Velidate Active
E Delete Rep [_él Build Targets [_ﬁ.’kmﬁg Servers é_j Deploy

The Servers menu has one command:

e Config Servers

Invokes the Config Servers dialog which specifies server names and ports to be used during the replication
process.

Server Status tab:
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= Open Systems Event Replicator - Event Replication for C\CONNX32\UTILS\docdemo3.cdd

File Edit View | Servers Help

=0l x|

— : Restart Servers Last Refresh: 1:33:33 PM
Replication Desigi Stop Targets |
Server Type | Server Name/Address State Description Queue Length Debug Level
=8 Consumer | testd - test?6xB4 i
Replication | Stete Description | it State Start | nitial State End Total {
----- EMPLOYEES_LEAVE _BOOKED --» EMPLOYEE .. Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 D0:00:
----- EMPLOYEES -= EMPLOYEES Replicating. 2010-08-11 15:38:34 2010-08-11 15:38.28 00:00:
----- EMPLOYEES_BOMUS --> EMPLOYEES_BONUS Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 D0:00:
----- EMPLOYEES_ADDRESS_LINE —= EMPLOYEE.. Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_LANG --> EMPLOYEES_LANG Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 00:00:
----- EMPLOYEES_INCOME --> EMPLOYEES_INCO . ' Replicating. 2010-08-10 16:10:42 2010-08-10 16:10:45 DO:00:
Server Type | Server Name/Address State Description Queue Length Debug Level Messages
.. Producer testd Replicating. A Mone
.. Controller bluton2008 Replicating. M.A Mone
« | »
|?$ Refresh | 0 Restart Servers

Stop Targets

The Servers Menu has two commands:
o Stop Targets

The Stop Targets command will tell the replication server to stop sending transactions to the target
database. After stopping the targets, the State Description for the Consumers and Replications will show
Offline. Transactions that occur on the source database will be queued in the Message Queue until a
Restart Servers command is sent to the controller or the controller itself is restarted. At this point
transaction process will continue normally.

e Restart Servers

The Restart Servers command will tell the replication server to resume processing transactions to the target
database.
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Help Menu
The Help Menu has two commands:
e  User Guide
Opens this User Guide
e About Open Systems Event Replication
Opens the About Open Systems Event Replicator window
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Replication Design Tab

The Replication Design tab is used for creating replications that will later be deployed to the replication controller.
It displays the selected source tables within the source data base, and the target tables in the target database that
have been selected for replication.
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= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - IEIIlI

File Edit Wiew Tables Servers Help

Replication Design | Deployed Replications | Server Status | Controller: localhost

Rep # | Active | Source Database | Source Table | Target Database | Target Table | Create
1 [ testd EMPLOYEES test26x64 EMPLOYEES r
2 Vv testd EMPLOYEES_BONUS test?6x64 EMPLOYEES_BONUS r
k] vV  testd EMPLOYEES_INCOME test?6x64 EMPLOYEES_INCOME -
| f4 WV testd EMPLOYEES_LANG test?6x64 EMPLOYEES_LANG -
| 5 Vv testd EMPLOYEES_LEAVE BOOK.. test?6x64 EMPLOYEES_LEAVE BOO . -
[ |

i

Ldd Tables i.:map Columns J, Validate Active |
& Delete Rep -4]EI Build Targets | _ﬂaccmﬁg_ Servers &_j Deplay |

The Rep # is a unique identifier permanently assigned to that replication. Note: This number is not
reused. If a replication is deleted, subsequent replications will not be assigned that number.

The Active check box is used to determine which replications will be deployed. Click Active if you want
this replication to be deployed. If you wish to undeploy a specific replication, uncheck the Active check
box and press deploy. this will remove that replication from the Replication Controller. You cannot
undeploy all replications from this tab. This task must be done from the Deployed Replications Tab.

0 The Target Database must exist and must have been added to the Open Systems Event Replicator
using Add Tables.

0 Ifthe Target Table does not exist, the Open Systems Event Replicator will create the Target Table
when Active and Create are turned and you click either Build Targets or Deploy.

The Create check box is used if the target table does not exist on the target database. To create the target
table, check both the Active and the Create check boxes and press the Build Targets button. If you wish
to deploy at the same time, pressing the Deploy button will first build the target table and then deploy the

replication.

Clear Active if you do not want to deploy this replication.

Source Database, Source Table, Target Database and Target Table contain the names of the databases
and tables that have been made available for replication.
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0 When a new replication is deployed an initial state will be performed on target table. This process involves
copying all the records from the source table to the target table. During this process any transactions that
occur on the source table will be held in the message queue until the initial state process has completed. At
that time normal transaction processing from the message queue to the target table will commence. If the
target database is Microsoft SQL Server or Oracle a bulk load will be used during the initial state process.

It is possible to suppress the initial state.

You can adjust the display column width if part of the information is not visible.

There are command buttons for the following:
e Add Tables
e Delete Rep
e Map Columns
e Build Targets
e Config Servers
e Validate Active

e Deploy
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Deployed Replications Tab

The Deployed Replications tab displays read-only information. It lists the deployed source tables and their
associated target tables.

Note: Replications must be deployed before this tab will be active. If this tab is selected when no replications have
been deployed, the screen will be blank and all buttons will be disabled.

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd 1Ol x|

Eile Edit View Tables Help

Replication Design  Deployed Replications ISenrer Status |

Source Table Target Table Select

{ testd dbo. EMPLOYEES {test26x64 dbo. EMPLOYEES N
testd.dbo. EMPLOYEES_BONUS test26x64. dbo. EMPLOYEES_BONUS -
testd dbo EMPLOYEES_INCOME test?6x64.dbo. EMPLOYEES_INCOME r
testd.dbo EMPLOYEES_LANG test26x64.dbo. EMPLOYEES_LANG -
testd dbo. EMPLOYEES_LEAVE_BOOKED test26x64. dbo. EMPLOYEES_LEAVE_BOOKED -
testd dbo EMPLOYEES_ADDRESS_LINE test?6x64.dbo. EMPLOYEES_ADDRESS_LINE r

E Select All |
Elgeselectml | ‘9[3 I_ritizIE-tEtsl

You can adjust the display column width if part of the information is not visible.

There are command buttons for the following:

e UnDeploy All

UnDeploys all currently deployed replications

e Select All

Selects all replicatons on this screen. Selections are used for Initial State requests

e Deselect All

Clears the Select check box for all replications
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e Initial State

Process an Initial State on all selected replications
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Server Status Tab

The Server Status tab shows a system-wide server view.

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd = IEIIﬂ

File Edit View Servers Help

Replication Designl Deployed Replications ~ Server Status |

Last Refresh: 3:11:50 PM

Server Name/Address State Description
Replication | State Description Initial State Start Initial State End Total (HH:MM:55) | Messages
- EMPLOYEES_LEAVE_BOOKED > EMPLOYEES_LEAVE .  Replicating 2010-08-10 15:11:28 2010-08-1015:11:31 00:00:03
.. EMPLOYEES > EMPLOYEES Replicating. 2010-08-10 15:11:28 2010-08-1015:11:31 00:00:03
EMPLOYEES_BONUS > EMPLOYEES_BONUS Replicating. 2010-08-10 15:11:28 2010-08-1015:11:31 00:00:03
- EMPLOYEES_ADDRESS_LINE —> EMPLOYEES_ADDRES.. Regplicating. 2010-08-10 15:11:28 2010-08-1015:11:31 00:00:02
- EMPLOYEES_LAMG —> EMPLOYEES_LANG Replicating. 2010-08-10 15:11:28 2010-08-1015:11:30 00:00:02
----- EMPLOYEES_INCOME --> EMPLOYEES_INCOME Replicating. 2010-08-10 15:11:28 2010-08-1015:11:31 00:00:03
Server Type | Server NamelAddress State Description Queue Length Debug Level Messages
.. Producer testd Replicating. MN.A MNene
.. Controller bluton2008 Replicating. M.A MNene
1 |
L?e Refresh | O Restart Servers

Stop Targets |

This grid contains the status for all the Replication components. The columns and their meaning are as follows:
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e Server Type

e Controller

The Controller is responsible for accepting work messages from the Administrator and distributing
those work orders to the Event Producer and Event Consumer. The Controller manages error
messages as well as work messages and is responsible for starting and stopping the Event
Consumer. It resides on the same system as the Event Consumer but does not need to be on the
same system as the Event Producer or the target database.

e Producer

The Event Producer resides on the same system as Adabas and is loaded into the process space of
the Adabas nucleus. When changes are made in Adabas files that have been identified for
replication, the Event Producer stores those changes in a persistent store on the hard drive. When
it receives an ET for a transaction, the Event Producer assembles all the elements of the transaction
into a message and puts it on the message queue.

e Consumer

The Event Consumer is responsible for taking transactions off the message queue and executing



Chapter 6 - Event Replicator Menus and Tabs

them on the target database. Once a transaction has been successfully committed, it will be
removed from the message queue. There is one Event Consumer for each source DBID/target
database pair. If two Adabas DBID's are being replicated to a single target database, there will be
two Event Consumers; one for each source/target combination. In addition to transaction
processing, the Event Consumer is also responsible for Initial State processing. The number of
initial states or transactions it can process in parallel is determined by the Parallel transaction count
setting on the Config Servers dialog. This dialog can be access from the Servers menu on the
Replication Design Tab. Under each Consumer entry on the grid is a list of replications currently
being processed for that Event Consumer. Each replication entry has the following columns:

1. Replication: This is the name of the source table followed by the name of the target
table.

2. State Description: This tells the current state of the replication. For a complete list of
State Descriptions, see below.

3. Initial State Start: This is the date and time the last initial state was started for this
replication.

4. Initial State End: This is the date and time the last initial state ended.
Total (HH:MM:SS): The total time the last initial state took for this replication.

6. Messages: If there are any error messages associated with this replication, they will be
displayed here. Hint: Double click on this field to display the entire message in an edit
box for easier reading.

The Event Consumer can show performance statistics about the replications if the controller has
the CTRL_PERF_ENABLED registry setting set to 1. The amount of time each statistics period
is collected before it is recorded is 30 seconds by default or can be set with the
CTRL_PERF_QUERY_INTERVAL registry setting. Once the controller is recording and
sending back statistics, they can be hidden on the Replication Administrator for clarity by
unchecking View --> Show Statistics. The statistics recorded are:

a. Consumer start date - the day and time the consumer first started replicating after a
deploy.

b. Status Interval length - the length of time in seconds statistics are gathered before
recording them. (set in the registry on the controller).

c. Statistics Totals

1. Consumer Since Start - these are the total values collected since the engine was
started with the first deploy.

ii.  Last Interval - these are the total values collected during the last statistics
recording interval (as set by the CTRL_PERF _QUERY_INTERVAL registry
setting).

d. Statistics Rates
1. Consumer Total - these are the rates for this consumer. Rates are determined

amount per second.

il. Record Loader(i) - these are the rates for each Record loader the consumer is
running. The number of Record loaders is set in the Replication administrator
Config Servers screen with the "Parallel transaction count".

Initial States - the number of initial states processed by this consumer.

f.  Transactions - number of transactions the consumer has processed and committed to the
target.

g. Rows Processed - number of individual rows processed by the consumer and sent to the
target.

h. Events - number of messages from the source processed and sent to the target by the
consumer.
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i. Imserts - number of rows inserted into the target by the consumer.
j-  Updates - number of rows updated in the target by the consumer.
k. Deletes - number of rows delete in the target by the consumer.

1. Errors - number of errors recorded during replication by the consumer.

Server Name/Address

This is the name of the server that the corresponding component is installed on.

State Description

This tells the current state of the component or replication. Potential values and their meaning are as
follows:

Replicating: Active and replicating.

Not Replicating - offline: This indicates that either the target database as gone down or
replication has been stopped by pressing the Stop Targets button. (see below) This is a Consumer
status message.

Replication Offline: This indicates that an individual replication is offline either due to an
unrecoverable error on the target or by pressing the Stop Targets button. (see below) This is a
Replication status message.

Processing Initial State...: On the Consumer, this indicates that it is processing initial states.
Each replication that is actively being processed will also indicate this status.

Initial State Pending: This indicates that an initial state has been requested for a replication, but
it has not started yet.

Initial State Complete: This indicates that an initial state has finished for this replication but the
overall process has not yet been completed by the Event Consumer. Once all pending initial states
have completed, the consumer and all replications with a successful initial state will go to a
Replicating status.

Initial State Failed: This indicates that an error occurred during initial state processing. Check
the Messages field for more information about the error.

Deploy Failed: This indicates that an error occurred during the deploy process. Check the
Messages field for all components for mor information about the error.

No Active Configuration: This indicates that nothing has been deployed to the controller.

Status of the System Unknown/Unable to contact controller: This indicates that the
Replication Administrator was not able to contact the controller to get status. Common causes of
this message are the controller is not running or the message queues on either the Administrator
machine, the EP machine or the controller machine are not running.

Queue Length

This indicates the number of elements in the queue. In normal operation, this number will grow
and shrink depending on load. A rapid increase in this number that never goes down is an
indication that the target database is offline and transactions are queuing but not being processed
on the target.

Debug Level

This indicates the debug level of each component. There are 3 possible values:

1. None: Minimal messages are written to the log. Errors are always written.
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2. Verbose: Diagnostic information is written when errors occur along with transaction
information.

3. Extreme: Complete diagnostics including buffer and transaction dumps are written to
the log. Note: This mode will cause a degradation in performance. Only use this mode
when debugging an error situation.

e  Messages

If there are any error messages associated with this component, they will be displayed here. Hint:
Double click on this field to display the entire message in an edit box for easier reading.

The server status information will automatically refresh every 30 seconds. To manually refresh the server status,
click the Refresh button.

The Time field in the upper right corner will contain the latest refresh time.

You can also adjust the display column width.
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Open the Event Replication CDD

On the Start menu, click Programs, click CONNX Open Systems Event Replicator and then click Replication
Administrator. The Open Systems Event Replication window with the information from the last opened CDD
appears.

= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemo3.cdd - |EI|5|

File Edit Wiew Tables Servers Help

I Deployed Replications I Server Status I BEIE FE L

Source Table Target Table
o : EMPLOYEES :  EMPLOYEES ;

E [V testd dbo EMPLOYEES_BOMN.. test26ub4 EMPLOYEES_BO.. [l
B [w testd dbo EMPLOYEES_INCO . test26x64 EMPLOYEES_INC . -
14 [w testd dbo EMPLOYEES_LANG test26ub4 EMFLOYEES_LAN.. [l
5 [V testd dbo EMPLOYEES_LE&V.. test26ub4 EMPLOYEES_LEA. [l
B [w testd dbo EMPLOYEES_ADD .. test26x64 EMPLOYEES_ADD . [l

[l AddTables B="ap Columns | Velidate Active

& Delete Rep [_él Build Targets [_ﬁ:ﬁﬁg Servers é_j Deploy

If there is no last opened CDD, or the last opened CDD has been moved or deleted, the Open the Data Dictionary
window appears.

268



Chapter 7 - Event Replicator Functions

Open Systems Event Replicator - Open the Data Dictionary

ECC

My Documents

W

g
U

tdy Computer

|
ebwark,

Select the CDD that you wish to add a table to and click Open. The Open Systems Event Replication window

appears.

%] buildverify?_access2k cdd

@ buildvernfy?_acce:s37. cdd

@ bulldverifyZ_adabas_aix.cdd

@ bulldvenfy?_adabaz_hpus.cdd

@ buildverifivZ_adabas_linuxgd_p390.cdd
@ buildvernfy?_adabas_linus.cdd

@ buildvernfy?_adabas_linue_p330.cdd
@ buildverify?_adabaz_p390.cdd

@ buildverify?_adabaz_golanz.cdd

@ buildverfv?_adabaz_wse cdd

@ bulldvenfy?_adabas_win.cdd

@ bulldvenfy?_adabaz_win_5.cdd

@ buildverifivZ_aixdb2. cdd

@ buildvernfy?_az400d4b2 cdd

@ buildvernfy?_cizam_aix cdd

£¥| buildverifv?_cizam_aix_42.cdd
ﬁ buildverifu?_cizam_hpus.cdd
ﬁ buildverifpZ_cizam_linus, cdd
ﬁ buildverfy?_cizam_zco.cdd
ﬁ buildverifv2_cizam_zolariz. cdd
ﬁ buildverify?_cizam_zolans_5H6.cdd
EI buildverify?_cizam_win.cdd
ﬁ buildverify?_connestore. cdd
| buildverify?_dataflex. cdd

] buildverify2_db2. cdd

ﬁ buildverfy?_dbms_alphal.cdd
ﬁ buildverfy?_dbms_tnxie. cdd
¥ buildverity?_disam_aix.cdd

ﬁ buildverify?_dizam_hpus.cdd
EI buildverify?_dizarn_linus. cdd
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= Open Systems Event Replicator - Event Replication for CG:\CONNX32\UTILS\docdemo3.cdd - |E||5|

File Edit Wew Tables Servers Help

| Deployed Replications I Server Status I LY

Source Table Target Table

o EMPLOYEES tesi26:  EMPLOYEES
E [V testd dbo EMPLOYEES_BON.. test26x64 EMPLOYEES_BO . [l
B [  testd dbo EMPLOYEES_INCO . test26x64 EMPLOYEES_INC_. -
B [V testd dbo EMPLOYEES_LANG test26ub4 EMPLOYEES_LAN.. [l
5 [¥ testd dbo EMPLOYEES_LE&V . test26xB4 EMPLOYEES_LEA . -
6 ¥ testd dbo EMPLOYEES_ADD.. test26ub4 EMFLOYEES_ADD.. [l

E Add Tables il:ﬂap Columns [_‘? Validate Active

é_j Deploy

[T DeleteRen | g Build Targes | | Config Servers

You can adjust the display column width if part of the column information is not visible.
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Mapping SQL Expressions to Target Column

Instead of selecting a Source Column name to map to a non-Adabas Target Column, you can create a SQL
function and place it in Source Column to map to a Target Column.

Example: Enter (FIRST NAME+MIDDLE I+LAST NAME) in the blank Source Column drop-down value to
create FULL NAME in the Target Column.

Note: Only non-aggregate SQL functions can be mapped to a Target Column.
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Adjusting Display Column Width

When replication information has been retrieved, by default, it fills the entire width of the display screen. You can
adjust the width of any of the display columns.

The instructions show the Replication Design tab but you can also adjust the width of the Deployed Replications tab.

1. Open the Open Systems Event Replicator CDD.

2. Click the Replication Design tab. The following appears:
= Open Systems Event Replicator - Event Replication for CG:\CONNX32\UTILS\docdemo3.cdd o [ 34
File Edit View Tables Servers Help

Replication Desian | Deployed Replcations | Server Status | Controller: localhost

Rep # | Active | Source Database | Source Table | Target Datsbase | Target Table | Create
1 [ testd EMPLOYEES test26x64 EMPLOYEES -
| (2 W testd EMPLOYEES_BONUS test26x64 EMPLOYEES_BONUS -
] WV testd EMFLOYEES_INCOME test26x64 EMPLOYEES_INCOME -
|4 [ testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG r
15 4 r

testd EMPLOYEES_LEAVE_BOOK.. test?6x64 EMPLOYEES_LEAVE_BOO .
MPLOYEES_ADDRESS_LI

MPLOYEES_ADDRESS_LIN

b Add Tables | =Map Columns | | J Validate Active |
& Delete Hepl [ fél Build Targsts | [_&(:onﬁg_ Servers é_j Deplay |

The View Menu displays the Column Width status. Auto Column Width is the default.
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il
Fle Edit | View Tables Servers Help
Show Schema .
Replicatior o suppress Initial State Field | Status I Contrllerbluton008
Rep # ® Auto Column Width Source Table | Target Database | Target Table | Create
b Manual Column Width -MPLOYEES : EMPLOYEES |
2 VST tMFLOYEES_BONUS test26x64 EMPLOYEES_BONUS -
3 [ testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME r
| f4 [ testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG -
5 [ testd EMPLOYEES_LEAVE_BOOK.. test?6xb4 EMPLOYEES_LEAVE_BOO . -
6 W testd EMPLOYEES_ADDRESS_LINE test?6x64 EMPLOYEES_ADDRESS_LI. -

i

Ldd Tables il:ﬂap Columns [_;J, Validate Active |
& Delete Rep [ :’él Build Targets | ['_&ccmﬁg Servers é_i Deplay |

To adjust the column width, adjust the size of the cells by placing the mouse arrow on the horizontal line between
column headings and performing a click + drag operation to the left or right..
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= Open Systems Event Replicator - Event Replication for G\CONNX32\UTILS\docdemo3.cdd - IEIIlI

Eile Edit View Tables Servers Help

Replication Design | Deployed Replications I Server Status I Controller: bluton2008

Active | Source Database | Source Table

Target Table

=}

EMPLOYEES_BONUS test26x64 EMPLOYEES_BONUS

2 "
3 v testd EMPLOYEES_INCOME test?Exb4 EMPLOYEES_INCOME I
| [4 M testd EMPLOYEES_LANG test?Enbd EMPLOYEES_LANG I
| 5 V  testd EMPLOYEES_LEAVE_BOOK. . test?6xb4d EMPLOYEES_LEAVE_BOOK . -
3 V  testd EMPLOYEES_ADDRESS_LINE test26x64 EMPLOYEES_ADDRESS LI -

i

Ldd Tables il:ﬂap Columns | [_;J, Validate Active |
[T DeleteRep | g Build Targets | | ffFonfia Servers ) Dedloy |

When the cell width has been changed manually, the Column Width value changes to Manual.
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= Open Systems Event Replicator - Event Replication for C:\CONNX32\UTILS\docdemeo3.cdd - IEIIlI
Fle Edit | View Tables Servers Help

. Show Schema Controller: bluton2008
Repicatior g0,y Suppress Inital stateFild | Status |

Rep Auto Column Width able Target Table

Iw ® Manual Column Width ; -

test26x64 EMPLOYEES_BONUS

2 =™ == EmrroTEES_BONUS |_
3 v testd EMPLOYEES_INCOME test26x64 EMPLOYEES_INCOME I
| 4 M testd EMPLOYEES_LANG test26x64 EMPLOYEES_LANG I
| 5 V  testd EMPLOYEES_LEAVE_BOOK.. test26x64 EMPLOYEES_LEAVE_BOOK.. [
6 V  testd EMPLOYEES_ADDRESS_LIME test26x64 EMPLOYEES_ADDRESS_LI. -

i

Ldd Tables il:ﬂap Columns | [_;J, Validate Active |
[T DeleteRep | g Build Targets | | ffFonfia Servers ) Dedloy |

Even if you change the size of the screen, the Manual Column Width size and setting stay until you select Auto
Column Width.
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Event Replication Registry Settings

You can modify several Open Systems Event Replication registry settings:

Registry Variables

e CONNX REPLICATION CTRL_PORT

e CONNX.REPLICATION.DEBUG LEVEL

e CONNX.REPLICATION.EP_ADA_ CFG_PORT

e CONNX.REPLICATION.MQ PORT

e CONNX.REPLICATION.NOTIFY

e CONNX.REPLICATION.NOTIFY_CMD

e CONNX.REPLICATION.STATUSREFRESHINTERVAL
e CONNX.REPLICATION.CTRL_PERF_ENABLED

e CONNX.REPLICATION.CTRL PERF QUERY INTERVAL
e CONNX.REPLICATION.CTRL_PERF _STAT FILE

e CONNX.REPLICATION.ADABCK ET SYNC WAIT
e CONNX.REPLICATION.CTRL_OP_FLAGS

e CONNX.REPLICATION.DBG OPTIONS

e CONNX.REPLICATION.DBG_EC_EP_PORT

e CONNX.REPLICATION.DBG_EC_EP_SERVER

e CONNX.REPLICATION.DBG EC_IGNORE ZERO

e CONNX.REPLICATION.DISABLE ROW_CT_CHECK
e CONNX.REPLICATION.DNS TO DOT

e CONNX.REPLICATION.EC EIS WAIT

e CONNX.REPLICATION.EC IS TRUNCATE ONLY
e CONNX.REPLICATION.EC_SLEEP_ON_STARTUP
e CONNX.REPLICATION.EC_SQL_ERR MODE

e CONNX.REPLICATION.EC SQL MAX HANDLES
e CONNX.REPLICATION.EP_EVENT ERR MODE

e CONNX.REPLICATION.MQ_ CONFIG_DIR

e CONNX.REPLICATION.EP_ QUEUE HOST

e CONNX.REPLICATION.MQ PORT

e CONNX.REPLICATION.MQ QUEUE DIR
Unix/Linux Environment Variables

e CONNX EP_ADA CFG PORT

e CONNX EP DATA PATH

e (CONNX EP DEBUG _LEVEL

e CONNX EP NOTIFY

e CONNX EP NOTIFY CMD

e CONNX EP QUEUE PORT

A2A specific Unix/Linux Environment Variables
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o ADABCKTIMEOUT
o ADABCKSLEEPTIME

Registry Variables

CONNX.REPLICATION.CTRL_PORT
CONNX.REPLICATION.CTRL_PORT specifies the CONNX Message Queue controller port..

If CONNX.REPLICATION.CTRL PORT is greater than 1024, the Replication Controller will accept Replication
Engine communications on that port value.

If the port specified in CONNX.REPLICATION.CTRL PORT is unavailable, then either change
CONNX.REPLICATION.CTRL_PORT to 0 to allow the Replication Controller to use the first available port, or
change CONNX.REPLICATION.CTRL_PORT to a port value that is available.

Valid CONNX.REPLICATION.CTRL PORT values are:
0 - Use first available port
1 through 1024 - Reserved for internal use
1025 through 65535 - Use the port specified. The specified port must be available.

The default CONNX.REPLICATION.CTRL PORT value is 9205.

CONNX.REPLICATION.DEBUG_LEVEL
CONNX.REPLICATION.DEBUG_LEVEL controls the debug output that goes to the log file.

The CONNX.REPLICATION.DEBUG_LEVEL values are:
0 - debug off.

1 - Normal debug output. Messages provide some debugging/status information but do not severely affect
performance.

2 - Extreme debug output. The transaction level diagnostics generated will negatively impact performance.

The default CONNX.REPLICATION.DEBUG LEVEL is 0 (off).

CONNX.REPLICATION.EP_ADA_CFG_PORT

CONNX.REPLICATION.EP_ADA CFG _PORT specifies the port that the ep_config process will listen on for
requests from the event producer.

The default CONNX.REPLICATION.EP ADA CFG PORT value is 9207.

CONNX.REPLICATION.MQ_PORT
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CONNX.REPLICATION.MQ_ PORT specifies the CONNX Message Queue listening port..

The default CONNX.REPLICATION.MQ PORT value is 9200.

CONNX.REPLICATION.NOTIFY

CONNX.REPLICATION.NOTIFY specifies whether or not to call the notification command job specified by
CONNX.REPLICATION.NOTIFY_ CMD if the system encounters an Nx error.

The CONNX.REPLICATION.NOTIFY values are:
0 - Do not call the notification command. CONNX.REPLICATION.NOTIFY_ CMD is ignored.

1 - Call the notification command specified by CONNX.REPLICATION.NOTIFY CMD.

The default CONNX.REPLICATION.NOTIFY value is 0 (do not call).

CONNX.REPLICATION.NOTIFY_CMD

CONNX.REPLICATION.NOTIFY_CMD specifies the location and name of the notification job to call when
NOTIFY is 1 and the system encounters an Nx error.

If CONNX.REPLICATION.NOTIFY is 0, CONNX.REPLICATION.NOTIFY_ CMD has no effect.

Example:
CONNX.REPLICATION.NOTIFY CMD="C:\CONNX32\REPLICATION\COMMON\EVENTNOTIFY.CMD"

The default value is "eventnotify" and there is a sample eventnotify.cmd file in the Samples directory.

CONNX.REPLICATION.STATUSREFRESHINTERVAL

CONNX.REPLICATION.STATUSREFRESHINTERVAL controls the Server Status refresh interval. This setting
applies to the Replication Administrator.

When you view the Server Status, the status is normally refreshed every 30 seconds.
CONNX.REPLICATION.STATUSREFRESHINTERVAL changes the default refresh interval.

Valid CONNX.REPLICATION.STATUSREFRESHINTERVAL values (in seconds) are:
0 - disable background refresh.
Between 1 and 30 - 30 seconds (minimum value).

Greater than 30 - Number of seconds specified up to 86,400 seconds (maximum value).

Note: 86,400 seconds is 24 hours.

CONNX.REPLICATION.CTRL_PERF_ENABLED
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CONNX.REPLICATION.CTRL PERF ENABLED enables the gathering and reporting of performance statistics
by the Replication Controller.

Performance statistics will be written to the CTRL.log file. Optionally, the current statistics output will be directed
to a file specified by CTRL PERF STAT FILE.

Valid CONNX.REPLICATION.CTRL PERF ENABLED values are:
0 - disable performance statistics

1 - enable performance statistics. .

The default CONNX.REPLICATION.CTRL PERF ENABLED value is 0 (do not gather and report statistics).

CONNX.REPLICATION.CTRL_PERF_QUERY_INTERVAL

CONNX.REPLICATION.CTRL PERF QUERY INTERVAL determines the number of seconds between statistics
calls the controller makes to the EC.

Valid CONNX.REPLICATION.CTRL PERF QUERY INTERVAL values are:

Number of seconds specified up to 86,400 seconds (maximum value).

The default CONNX.REPLICATION.CTRL PERF QUERY_ INTERVAL value is 3600 seconds.

CONNX.REPLICATION.CTRL_PERF_STAT_FILE

CONNX.REPLICATION.CTRL PERF STAT FILE causes the current statistics output to be saved to a designated
file.

The output will still appear in the CTRL.log file. This file can be used as an easy way to access the most recent
statistics without having to parse the CTRL.log file. Only the most current statistics will be in this file. For
statistics history, the CTRL.log file must be used..

Valid CONNX.REPLICATION.CTRL PERF STAT FILE values are:

The name (including the path) of the statistics file you wish to use.

The default CONNX.REPLICATION.CTRL PERF STAT FILE value is blank which means do not use an
additional statistics output file.

CONNX.REPLICATION.ADABCK_ET_SYNC_WAIT

CONNX.REPLICATION.ADABCK ET SYNC WAIT causes the ADABCK DUMP step in the initial state
process to use the ET_SYNC_ WAIT parameter.

The Adabas utility ADABCK is used during the initial state process for Adabas to Adabas replication. When set,
the ET_SYNC_ WAIT parameter defines the time (in seconds) that ADABCK waits for ET-logic users to come to
ET status at the end of the DUMP function. Setting the CONNX.REPLICATION parameter
ADABCK _ET SYNC_ WAIT allows the user to control the value of this parameter for replication.
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This parameter is set in the registry (sqlregistry on Unix/Linux machines and CONNX Configuration Manager on
Windows machines) on the machine where the Replication Controller is running.

Valid CONNX.REPLICATION.ADABCK ET SYNC WAIT values are:

0 - Donotset ET_SYNC_ WAIT on the ADABCK DUMP command. ADABCK will use the value set in
the nucleus' TT parameter.

1 through 32767 - The number of seconds to set ET SYNC WAIT on the ADABCK DUMP command.

The default CONNX.REPLICATION.ADABCK_ET SYNC_WAIT is 60 seconds.

For more information on the ADABCK ET _SYNC WAIT parameter, please see the Adabas Utilities guide.

Note: This setting does not apply when replicating to a relational target.

CONNX.REPLICATION.CTRL_OP_FLAGS

CONNX.REPLICATION.CTRL OP_FLAG will enable enhanced debugging of the controller. Possible values are
1, and 2.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is zero.

CONNX.REPLICATION.DBG_OPTIONS

CONNX.REPLICATION.DBG_OPTIONS will enable enhanced debugging of the EP logger. Possible values are 0
and 32.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is zero.

CONNX.REPLICATION.DBG_EC_EP_PORT

CONNX.REPLICATION.DBG_EC _EP PORT will enable isolated debugging of the event consumer by overriding
the port.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is zero.

CONNX.REPLICATION.DBG_EC_EP_SERVER

CONNX.REPLICATION.DBG_EC EP_SERVER will enable isolated debugging of the event consumer by
overriding the server name of the controller.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is "localhost".

CONNX.REPLICATION.DBG_EC_IGNORE_ZERO

CONNX.REPLICATION.DBG_EC IGNORE ZERO will cause SQL delete and update operations that affect zero
rows (when they should have affected 1 or more) to be treated as success.

No retry of the SQL operation will occur.
This should only be used for debugging purposes at the direction of a support engineer.

The default value is false.
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CONNX.REPLICATION.DISABLE_ROW_CT_CHECK

CONNX.REPLICATION.DISABLE ROW_CT CHECK will ignore errors conditions where an update or delete
was performed, but zero rows were affected.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is false.

CONNX.REPLICATION.DNS_TO_DOT

CONNX.REPLICATION.DNS_TO_DOT will cause replication to convert host names to IP addresses before
sending the information to other remote components.

This will potentially bypass DNS resolution problems where DNS names are not properly configured on all systems
where components reside.

This should only be used at the direction of a support engineer.

The default value is false.

CONNX.REPLICATION.EC_EIS_WAIT

CONNX.REPLICATION.EC EIS WAIT will cause replication wait for the specified number of seconds after an
initial state has completed..

This will potentially bypass DNS resolution problems where DNS names are not properly configured on all systems
where components reside.

This should only be used for debugging purposes at the direction of a support engineer.
The default value is 0.

CONNX.REPLICATION.EC_IS_TRUNCATE_ONLY

CONNX.REPLICATION.EC IS TRUNCATE ONLY will cause replication only use truncate to clear target
tables. Normally if truncate fails, then a delete will be issued.

When this setting is enabled, if the truncate fails, then the entire initial state operation fails.

The default value is false.

CONNX.REPLICATION.EC_SLEEP_ON_STARTUP

CONNX.REPLICATION.EC SLEEP ON STARTUP will cause replication to sleep for the specified number of
seconds at startup, providing enough time to attach a debugger..

This should only be used for debugging purposes at the direction of a support engineer.
The default value is 0.

CONNX.REPLICATION.EC_SQL_ERR_MODE

CONNX.REPLICATION.EC SQL ERR MODE will determine what action is taken when an error occurs.
The following three values are available:

0 = Permissive. The error is logged and replication continues if the error is not fatal.

1 = Suspend. The error is logged, and replication is suspended for the specific table.

2 = Stop. The error is logged, and replication is stopped for all tables.

The default value is 0 (Permissive).
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CONNX.REPLICATION.EC_SQL_MAX_HANDLES

CONNX.REPLICATION.EC SQL MAX HANDLES will determine the maximum number of SQL statement
handles to keep cached for improved performance.

The default value is 800.

CONNX.REPLICATION.EP_EVENT_ERR_MODE

CONNX.REPLICATION.EP_EVENT ERR MODE will determine the behavior of replication in the event of an
error in the event producer itself.

The following three values are available:
0 =Permissive. The error is logged and replication continues if the error is not fatal.
1 = Suspend. The error is logged, and replication is suspended for the specific table.

2 = Stop. The error is logged, and replication is stopped for all tables.

The default value is 1 (Suspend).

CONNX.REPLICATION.MQ_CONFIG_DIR

CONNX.REPLICATION.MQ CONFIG DIR will overwrite the default location use for the configuration files of
the message queue.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is an empty string.

CONNX.REPLICATION.EP_QUEUE_HOST

CONNX.REPLICATION.EP_QUEUE HOST will overwrite the default name of the local TCP/IP connection for
the message queue.

This should only be used for debugging purposes at the direction of a support engineer.
The default value is "127.0.0.1".

CONNX.REPLICATION.MQ_PORT

CONNX.REPLICATION.MQ_PORT will overwrite the default port used to communicate to the local message
queue.

The default value is 9200.

CONNX.REPLICATION.MQ_QUEUE_DIR

CONNX.REPLICATION.MQ_ QUEUE_DIR will overwrite the default location use for the files of the message
queue.

This should only be used for debugging purposes at the direction of a support engineer.

The default value is an empty string.
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Unix/Linux Environment Variables

CONNX_EP_ADA_CFG_PORT

CONNX EP ADA CFG PORT specifies the port that the ep_config process will listen on for requests from the
event producer.

The default CONNX EP_ADA_ CFG_PORT value is 9207.

CONNX_EP_DATA PATH

CONNX EP DATA PATH specifies the directory path used by the Event Producer to store configuration files.
CONNX EP DATA PATH must be able to read from and write to the Adabas nucleus.

There is no CONNX EP DATA PATH default value. You must assign a path name to
CONNX EP DATA PATH.

CONNX_EP_DEBUG_LEVEL
CONNX EP DEBUG_LEVEL controls the debug output that goes to the log file.

The CONNX EP DEBUG LEVEL values are:
0 - debug off.

1 - Normal debug output. Messages provide some debugging/status information but do not severely affect
performance.

2 - Extreme debug output. The transaction level diagnostics generated will negatively impact performance.

The default CONNX_EP_DEBUG_LEVEL is 0 (off).

CONNX_EP_NOTIFY

CONNX EP NOTIFY specifies whether or not to call the notification command job specified by
CONNX EP NOTIFY CMD.

The CONNX EP NOTIFY values are:
0 - Do not call the notification command. CONNX EP_NOTIFY_ CMD is ignored.

1 - Call the notification command specified by CONNX EP NOTIFY CMD.

The default CONNX_EP NOTIFY value is 0 (do not call).

CONNX_EP_NOTIFY_CMD

CONNX_EP NOTIFY_CMD specifies the location and name of the notification job to call when
CONNX_ EP NOTIFY is | and an Nx error is encountered.

If CONNX_EP_NOTIFY is 0, CONNX_EP_NOTIFY CMD has no effect.
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Example: CONNX _EP NOTIFY CMD="../REPLICATOR/ETC/EVENTNOTIFY.BSH"

The default value is "eventnotify" and there is a sample eventnotify.bsh file in the Samples directory.

CONNX_EP_QUEUE_PORT

CONNX EP QUEUE PORT specifies the port number of the CONNX Message queue on the local Adabas
Nucleus machine.

The CONNX EP QUEUE PORT may be the same as the CONNX.REPLICATION.MQ_PORT if both the Event
Consumer and Event Producer reside on the same machine.

The default CONNX_EP_QUEUE_PORT is 9200.

A2A specific Unix/Linux Environment Variables

ADABCKTIMEOUT

ADABCKTIMEOUT specifies the amount of time the CONNX Server will wait for the ADABCK utility on
the target database to start accepting data before it times out and returns an error. In some
circumstances, ADABCK on the target may need to wait for some other process to complete before it can
start accepting data from the source. An example of this would be if a an initial state is being done on a
very large source file and the target database needs to be expanded in order to accommodate the file. In
this case, ADABCK must wait for the nucleus to finish expanding the database before it can start
accepting data from the source.

The value for ADABCKTIMEOUT is specified in minutes and the default is 10.

ADABCKTIMEOUT is a CONNX Server environment variable and must be set in the connxserver script
on the target system.

This setting is only valid on Unix and Linux systems.

IMPORTANT NOTE: Changing this setting will not improve performance and setting it incorrectly can
result in unexpected errors. Do not change the value of this setting unless directed to do so by CONNX
Technical Support.

ADABCKSLEEPTIME

ADABCKSLEEPTIME specifies the amount of time the CONNX Server will wait between retrying writes
when it receives an error while writing data to the target pipe the ADABCK utility is reading from.

While writing data to the target system, the CONNX Server may receive a response that the target is not
yet ready to receive data. In this case, the server will wait for the time interval specified by
ADABCKSLEEPTIME and then it will retry the write operation. It will continue to retry write operations
until the timeout period specified by ADABCKTIMEOUT has been exceeded.
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The value for ADABCKSLEEPTIME is specified in milliseconds and the default is 10.

ADABCKSLEEPTIME is a CONNX Server environment variable and must be set in the connxserver script
on the target system.

This setting is only valid on Unix and Linux systems.

IMPORTANT NOTE: Changing this setting can have a severe impact on the performance of the initial
state process. Do not change the value of this setting unless directed to do so by CONNX Technical
Support.
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Data Filtering

You can add replication filters by using the ConnecX SQL Engine built-in features. Using the Data Dictionary
manager, apply a SQL based filter to any table in the SQL View Clause field.

To filter replication by data content, use a SQL View Clause when creating the CDD entry. For more information,
see the SQL View Clause Text Box topic in the General Features section of ConnecX SQL Engine, Chapter 21-
Advanced Features of CONNX.

If two replications want the same tables but different data, in ConnecX SQL Engine, clone the original table, add all
the columns to the cloned table, and use a SQL View Clause to filter the data. For more information about cloning
tables, see the Clone Table Assistant section in the Advanced Features of CONNX chapter in the CONNX User
Reference Guide.
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Validating Active Replications

1.
2.

Open the Open Systems Event Replicator CDD.
Click the Active check box for each replication you wish to validate and then click Validate Active.

The Replication Administrator checks all the Replications marked Active to make sure they are ready to be
deployed. If the validation succeeds, the following message appears:

Open Systems Event Repicator - Event Replication [

—

If the Validation fails, a message similar to the one below appears. It contains useful information to fix the
problem.

Open Systems Event Repicator - Event Replication

—

Common errors include two replications with the same target table, or if a replication does not have current
mapped columns.

Note: A replication must be marked Active for it to be validated; if a replication is not marked Active then
the Replication Administrator ignores it when you click Validate Active.
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Switching from Test to Production

Typically, a CDD with replications will be created in a test or development environment. Once
development and testing of the replications is done, the replications need to be rolled out to the
production environment. This can be achieved by making a copy of the CDD and then modifying the
server names and/or the database ID's in the CDD.

How to move a Event Replication Data Dictionary from a test to production environment.

1. As a good practice with any modifications, make a back up copy of the CONNX Data Dictionary that is
going to modified.

2. The following example is going to have a CONNX Data Dictionary that is replicating tables from a test
Adabas Nucleus to a test Oracle database. In order to transition the data dictionary from a test to
production environment, the two environments must have identical table names and structures to what
was in the test databases.

3. Close the Replication Administrator if open and then open the Data Dictionary in the Data Dictionary
Manager. Select the Adabas Nucleus in the container list on the left side and it will show the Adabas
Database ID:

= ChangeNameTestl.cdd - CONNX Data Dictionary Manager - |EI|5|

File Edit Security Tools View Help

D= %[B=mE &2

@ CONNX Views Add.. Database Info |
=8 LDSE) Rename. ADBBAS DatabaseD;  [1255
ADABAS_FILE_1 ——
ADABAS FILE_11_aIC Delete Default Server: |Adabas_Test
232222—2&—1]—2?5 Impart... | Embedded Logan File: I Set ngonl [~ Embedded Logon
ADABAS_FILE_11_&WC Diefaul TCPIP Port: [5500
ADABAS_FILE_11_&~C
ADABAS_FILE_11_FLAT
= @ ORCL_Target [ORACLE) _ ;
ADATTd Enterprize Server Service
ADAIS I Use Erterprize Server
ADATIC Server I—
ADABAS_FILE_11_AICT i
ADABAS_FILE_11asdfsadid Pot [g500
| I ol
Ready I I

4. In the field for ADABAS Database ID, change the id number from the test nucleus to the production
nucleus. In this example, DBID 1 is our test nucleus and it is changed to 2 the production nucleus
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File Edit Security Tools View Help
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=10l x]

D3| E| *|B[E 22|

@ CONNK Views

2 @ I
ADABAS_FILE_1
ADABAS_FILE_11_AIC
ADABAS_FILE_11_AQC
ADABAS_FILE_11_ATC
ADABAS_FILE_11_&WwTC
ADABAS_FILE_11_AZC
ADABAS_FILE_11_FLAT

= @ ORCL_Target (ORACLE)
ADAT14
ADAT1E
ADATIC
ADABAS_FILE_11_AICT
ADABAS_FILE_11asdizadfd

Ready

Add...

Rename... I
Delete I
Import... I

D atabase Info |

ADABAS Databaze |D: |2 255
IAdabas_T ezt
Embedded Lagon File: I

Default Server:

Set ngonl [~ Embedded Logan
Default TCPIP Port: ISEDD

Enterprize Server Service

[ Use Erterprise Server

Server I
Part: |55gn

| |

il

5. Next select the Oracle container in the list on the left and it will show the Physical Database Name of

the Oracle server.

= ChangeNameTestl.cdd - CONNX Data Dictionary Manager

File Edit Security Tools View Help

=10l ]

D |E %@ 3|2

@ CONME Views
5 @ Adabas_Source [ADABAS)
ADABAS_FILE_11
ADABAS_FILE_11_AIC
ADABAS_FILE_11_A0C
ADABAS_FILE_11_ATC
ADABAS_FILE_11_&Ww0C
ADABAS_FILE_11_A2C
ADABAS_FILE_11_FLAT
et E

ADAITS

ADAIIC
ADABAS_FILE_11_aIC1
ADABAS_FILE_11azdfzadfd

Ready

Add..

Bename... I
Delete I

Import... I

D atabase Info |

Phyzical Databaze Mame: IDF!EL_Test

Embedded Lagon File: I

Set LQQUI"Il [~ Embedded Logon

Enterprize Server Service

™ Use Enterprise Server

Server: I
Part: |55gn

1] |

il

6. Change the Physical Database Name from the test server to the production server. In this example the
test server is ORCL_Test and the production server is ORCL_Prod.
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‘= ChangeNameTestl.cdd - CONNX Data Dictionary Manager _ 0] x|

File Edit Security Tools View Help

D E| %8R & 2

@ CONMX Views Add.. Database Info |

= @ Adabas_Souce [ADABAS) Bename... Physical Databasze Mame: IEIF!CL_F'rod
ADABAS_FILE_1 _ 1

ADABAS_FILE_11_4IC Delete

ADABAS_FILE_11_A0C Embedded|L File: 5 |
T 44 l .. I Miedded Logor HEs st Logon | [ Embedded L
ADABAS_FILE_11_ATC L] I e

ADABAS_FILE_11_aWTC
ADABAS_FILE_11_AZC
ADABAS_FILE_11_FLAT
SN} OFCL_Target [ORACLE] ; ;
ADATT4 Enterprize Server Service

ADAT1E [ UseErterprise Server

ADAITC sever [
ADABAS_FILE_11_AIC1 _
ADABAS_FILE_11asdfsadid Patt Jg500

| | 1|
Ready ] Y

7. Next, for Oracle Servers the Database Account Management entries must also be changed. In the
menu bar at the top of the CONNX Data Dictionary manager click "Security" -> "Database Account
Management". That will bring up the Database Account Management window, using the User/Group
dropdown list, select each of the accounts and then change the Server Name under the Oracle Database
column. If necessary also change the UserlD and Password to log into the new server.

x|
User/Group: I system j Done I
ORCL_Target (ORACLE) CONNXSCHEMA {SQLite)
Server Name ORCL_Test
UserlD system
Paaewonl FrrT—
4] [

Once all of the entries in the User/Group dropdown have been changed to the new Oracle Server name,
select the Done button.

8. Save the changes in the CONNX Data Dictionary Manger and close the data dictionary. Then open
the Replication Administrator and the CONNX Data Dictionary that was just modified. The Replication
Administrator will detect the changes to the servers and prompt the user if these changes were
intentional. Select Yes to both change questions and the Replications will be updated to use the new
servers specified.
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- change was not intentional, press Mo and the invalid replications
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|

9. Then select the menu item "Servers" -> "Config Servers" and now change the Replication Server to the

production replication server.

= Open Systems Event Replicator - Configure Servers

x|

—CONMNX Logon Credentials

Userllame Iusemame Test Connection |

Passwaord I

—Replication Server
Mame/Address

prod_RepServer

=

Parallel transaction count

Port | 9200

—Select Source Database Port

=~

Adabas_Source

F‘f=rt| 9200 Applytnglll

10. Select "Done" when finished and the Replications are ready to Deploy to the production environment.
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Changing Source Tables

If the shape of a source table from a deployed replication changes (columns are added or deleted or a
data type is changed), the source table will need to be re-imported into the CDD and the column
mappings for the replication will need to be updated to reflect the new shape of the source table.

This is a sample showing the steps for adding a column to a source table and deploying that change to

the replication server:

In this example, we have a source table with the following definition

SI=E
File Edit Security Tools View Help
D|=(E| &[=(m@ &2
@ CONNK Views Add... " Table Fraperties | Table Indexesl Table Securityl
= @ DBIDT [ADABAS) Rename.. | 5L Column Mative Type B Ead el
SOURCE_TEST 1 [ADA_IGN Longwerd -
S @ SOL_SERVER (SOLServen __ Deke | 2 [NEME Test (Right Space Padded] = | Inset Ehump |
SOURCE_TEST mport.. | 3 |ADDRESS Text [Right Space Padded] = Delete Column |
- 4 |CITY Test [Right Space Padded) hd
5 |STATE Teuxt [Right 5pace Padded) *
§ |2F #dabas PACKED Decimal -» Int = —lgam LUEES
Clone Table |
[ Filter Types
B
d | 2
4| | 1
Ready NUM v

This table is deployed and replicating to a target table of the same name on SQL Server. If the column
PHONE is added to the Adabas file, the table will need to be re-imported to reflect this new column.
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= EY
File Edit Security Tools View Help
D|z(d #[%=@ S e
@ CONM Views Add... Table Prapertis Table Indexes I T able Securty I
= @ DBIDT [ADABAS) Eineme.. 5L Column Mative Type B EATCamn
SOURCE_TEST 1 [aDa 15N Longword -
5 @ SOL_SERVER [SOLServer] _ Deete | 2 [NAME Tent [Right Space Padded) > _lrser ot |
SOURCE_TEST [r— I 3 |ADDRESS Test [Fight Space Padded) - Delete Column |
= 4 |CITY Text (Right Space Padded) -
5 |STATE Test [Right Space Padded) -
5 |2IP Adahas PACKED Decimal -> Int = _ Cecofiszs |
7 |PHOME Teuxt [Right 5Space Padded) -
Clone Table |
[ Filter Types
B
A 2
. | 12
Ready CAP |NUM v

After re-importing the table, save the CDD and exit the CDD Manager. Open the CDD in the Replication
Administrator. On the Replication Design tab, select the replication that contains the source table that
was changed and press the Map Columns button.

On the Map Columns dialog, the new PHONE column appears on the source side but is not mapped to

anything on the target.

= Open Systems Event Replicator - Map Columns: DBID1.dbo.SOURCE_TEST to SQL_SER)

Mapping Edit  Columns

Index | Source Column

Prec | Scake | Target Column

1 ;AD..'-"._ISI'-I ;IHTEGEF‘L : : : : ;IHTEGEF‘. 0
] NAME CHAR 20 0 0 MAME CHAR 20 0 0
] ADDRESS CHAR 20 0 ] ADDRESS CHAR 20 ] 0
] CITY CHAR 20 0 0 CITY CHAR 20 0 0
] STATE CHAR 2 0 0 STATE CHAR 2 0 0
] ZIP INTEGER 4 0 ] ZIP INTEGER 4 10 0
] PHOME CHAR 14 0 ] UNKNOWH 0 0 0
Populate columns Target Table
'O FrireeeT e Clear Target | Drop Target Table |
= Target Columns e |
A
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Since the target table exists and does not contain a corresponding column, it needs to be dropped and re-
created. To drop the target table, press the Drop Target Table button. This will create new default
metadata for the new target table and automatically map the new column to the target.

Mapping Edit Row Functions

Indexx | Source Column Data Type Data Type ca
1 ;.&D.'-‘:._ISI'-I ;Ir'-lTEGEF-‘L 0 0 ;ADA_ISF-J ;IHTEGEF‘. : : 0
] NAME CHAR 20 0 0 MAME CHAR 20 0 0
] ADDRESS CHAR 20 0 ] ADDRESS CHAR 20 ] 0
] CITY CHAR 20 0 ] CITY CHAR 20 0 0
] STATE CHAR 2 0 0 STATE CHAR 2 0 0
] ZIP INTEGER 4 0 ] ZIP INTEGER 4 0 0
] PHOME CHAR 14 0 ] PHONE CHAR 14 ] 0
—Row Functions
© PRowlp | & pddRow | Done |
© RowDown | 3 DelsteRow | Concel |
A

Press Done to accept the new column mapping. On the Replication Design screen, the target table will
have the Create check box checked.

You will now need to re-deploy the replications. The target table will be created as part of the deploy
process. Alternatively, pressing the Build Targets button will create the new target table.

Note: If you are not using the Replication Administrator to create the target table, you will need to
manually make the same change on the source table and re-import that table as well. In this case, skip
the step of dropping the target table and map the new column manually. In this case, the target table will
not be created at deploy time.

Note: Due to the internal record keeping mechanisms, it is possible for the Replication Administrator to
not recognize an altered table as being the same as one that was already deployed. In this situation, it
will recognize the replication or replications that contain the old form of the table or tables and will remove
those replications. In this situation, a message will appear when the Replication Administrator is started
informing you that there are replications that cannot be resolved to existing tables and will be removed.
You will need to press Add Tables to re-add these replications. After adding the replication, you must
adjust the target table to the existing table name and then follow the steps for mapping the new column.

Note: This sample illustrates how to update a replication when a new column has been added. The
same concepts apply for removing columns or changing data types.
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Starting the UNIX Message Queue

Start the UNIX Message Queue if:
=  The message queue does not automatically start after installing the Event Replicator on a UNIX
environment

The UNIX machine reboots and the message queue does not start automatically.

To start the UNIX message queue go to the CONNX installation directory and execute ./mqserver start
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Stopping the UNIX Message Queue

Stop the UNIX Message Queue if you will be reinstalling or updating the Event Replicator software

To stop the UNIX message queue, go to the CONNX installation directory and execute ./mgserver stop
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Starting the UNIX Replication Controller

Start the UNIX Replication Controller if:
= The replication controller does not automatically start after installing the Event Replicator on a UNIX
environment

The UNIX machine reboots and the replication controller does not start automatically.

To start the UNIX replication controller go to the CONNX installation directory and execute ./eventserver start
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Stopping the UNIX Replication Controller

Stop the UNIX Replication Controller if you will be reinstalling or updating the Event Replicator software

To stop the UNIX replication controller, go to the CONNX installation directory and execute ./eventserver stop

299



Adabas Open Systems Event Replicator

Using the repcmd command line utility

The repcmd command line utility is a program that can be used to pause and resume the replications, get replication
status and start intial states on replications. The repcmd utility is in the replication\consumer folder and must be run
from machine where the replication controller is installed. The repcmd program is tied to the local replication
controller it is installed with, to use the commands with a different controller, the repcmd program local to the other
controller must be used.

To get the status of the replications deployed to the local controller: repcmd /status This will list all the replications
deployed and their current state.

E Administrator: C\Windows\system32\cmd.exe I;Ii-

SSCOMMEIZSREPLICATION~Conzuner >
SNCOMMEI 2 REPLICATION~Conzuner >
SSCOMMEIZSWREPLICATION~Consuner >
SCOMNR32SREPLICATION“Consumer>
SCOMNE 32 REPLICATION~Conzumer >
SSCOMMEIZSWREPLICATIONS~Consuner >
SSCOMMEIZSREPLICATION~Conzuner >
SSCONNEI2REPLICATIONSConzumer >repcmd sstatus

AdabasSource. .22
AdabasTarget. .22
Replicating.

eplication ID: &

Cource AdabasSource . dbo . EMPLOYEES

arget SQLServerTarget .dbo .. EMPLOYEES
Replicating.

SCOMMEI 2 REPLICAT ION~Conzuney

To pause replications use: repcmd /pause After executing, the success return means the message has been sent to
the controller. After the command is sent, a status call can be used to see the state of the controller.
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=X Administrator; CA\Windows\system32\cmd.exe I;Iﬂ

SNCOMMEIZ2REPLICATION~Conzuner >
SSCOMMEIZSREPLICATIONSConsuner
SSCOMMEIZWREPLICATIONS~Consuner >
SNCOMMEIZWREPLICATION~Conzuner
SSCOMMEIZSWREPLICATIONConsumer *repcmd Apause
erverState STAT_ACT_DISABLE_EMGIHES success

SSCOMMEIZWREPLICATIONConsuner>repcmd Astatus

AdabasSource. .22
AdabazTarget. .22
Replication Paused.

L

AdabasSource . dbo . EMPLOYEES
SQLServerTarget .dbo . EMPLOYEES
Replication Offline.

SNCOMMEI 2 REPLICATION~Conzuner >

To resume replications use: repcmd /resume  After executing, the success return means the message has been sent
to the controller. After the command is sent, a status call can be used to see the state of the controller.

E Administrator, CA\Windows\system32\cmd.exe I;Iim_

SNCOMMEI 2 REPLICATION~Conzuner >
SSCOMMEIZWREPLICATION~Consuner>

SSNCOMMEI 2 REPLICATION~Conzuner >
SSCOMMEIZSWREPLICATIONSConsuner >
SSCOMMEIZWREPLICATION~Consuner>repcmd Aresume
erverState STAT_ACT_RESTART_ALL success

SSCOMMEIZSWREPLICATIONConszuner>repcmd Astatus

AdabasSource. .22
AdabasTarget. .22
Replicating.

eplication ID: §
Lource AdabaszSource . dbo . EMPLOYEES
arget SQLServerTarget .dbo . EHPLOYEES

Replicating.

SSCOMMEIZWREPLICATIONSConsumer >

To start an initial state on one or many replications use: repcmd /initialstate id=replicationid,replicationid example
to start an initial state on one replication use: repcmd /initialstate id=4 To start an initial state on three replications
use: repcmd /initialstate id=4,5,6 After the initial state request has been sent, the status can be returned to see the
progress of the initial states with repcmd /status
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= Administrator; CA\Windows\system32\cmd.exe I;Ii“

SSCONMA 32 REPLICATION~Consumer >
SSCOMMEIZSREPLICATIONSConsuner
SSCOMMEIZWREPLICATIONS~Consuner >
NCOMNEI2SREPLICATION~Conzumer >repcmd ~sinitialstate id=5.6
ype:=1, id:5
ype:=l,. id:6
initial State request sent.
SSCOMMEIZSWREPLICATION~Consuner>repcmd Astatus

AdabasSource. .22
AdabazTarget. .22
Initial State Pending.

L

AdabasSource . dbo . EMPLOYEES
SQLServerTarget .dbo . EMPLOYEES
Initial State Complete.

SSCONNEI 2~ REPLICATION~Conzumey > _

* Note: When using the windows powershell to run initial state requests from the repcmd it may be necessary to use
quotes around the command statement. For example from the powershell run: cmd.exe /c "repcmd.exe /initialstate
1d=4,5,6" or cmd.exe /c 'repcmd.exe /initialstate id=4,5,6'

* Note: The command to start an initial state uses the Replication ID found in the CONNX Replication
Administrator. If an Adabas to Adabas replication is added through the Adabas commands and not with the
Replication Administrator, but it will not have a Replication ID to perform an initial state. Status can still be
returned on the new Adabas to Adabas replication, but not starting intial states. To get a replication ID for the new
Adabas to Adabas replication, open the Replication Administrator, go to the Server Status tab to sync up the
Replications. Then perform a deploy to send the new Replication ID to the controller. Then a repcmd /status
command will show the Replication ID for the Adabas to Adabas replication and the initial state command can be
used.
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Event Replication Troubleshooting Suggestions

Server Status

I deployed the CDD, how do I know if the replication system is active?

Open the deployed CDD (if it is not open) and view the Server Status. After a few seconds the grid will
show the replication servers and their status.

I cannot open the Server Status screen.

The current open CDD is not the one that has been deployed. Open the deployed CDD and view the Server
Status to see the deployed server.

On the Server Status screen it says Status of the System Unknown.

If the status is Unknown, the replication server is either down or cannot be contacted. Check the services
to make sure the CONNX Replication Controller is Started. If the Controller is on a different machine
then the replication administrator, check to see if it is accessible over the network.

One of the entries in the Server Status screen is Not Replicating.

Check the log files at {install directory }\CONNX32\Replication\log\, for an error message that explains the
reason the server is not replicating. See the Log Files troubleshooting suggestions below.

I receive the message "Queue service is unavailable, check log at: <path to log>ADM.log" when I attempt to
deploy

This message indicates that the message queue service is not running either on the Windows machine where
the Replication Administrator is running or on the server where the Replication Controller is running. The
entry in the ADM.log file will specify the name of the system it was trying to contact. If the message queue
services are running, please ensure that there are no firewalls between the Replication Administrator
machine and the Replication Controller machine. If a firewall is required, port 9200 will need to be opened.
Please note that Microsoft Windows has a firewall built into it and it is on by default.

If the message queue services are running and there is either no firewall present or there is but port 9200 is
open, please contact Technical Support.

I received the message "Cannot contact controller, check log at: <path to log>ADM.log" when I attempt to
deploy

When the deploy button is pressed, the Replication Administrator sends a request for current status to the
controller. The purpose of this message is to verify that all the components are running and will be able to
respond to the deploy message. I f you receive the "Cannot contact controller' message, it indicates that
the controller did not respond to the status request. The three most likely causes of this message are:

1. The controller (Event Server) is not running
2. The message queue on the Replication Administrator machine is not running

3. A firewall is preventing the controller from contacting the message queue on the Replication
Administrator machine

When the Replication Administrator sends a message to the controller, it places that message on the
controller's message queue. When the controller responds, it places the response message on the
Replication Administrator's message queue. If the controller is not able to contact this message queue, it
will not be able to send the response and the Replication Administrator will time out and issue the message
stating it was not able to contact the controller. If you receive this message and have verified the controller
is running, check the CTRL.log file. There will be a message preceded with (E) that will describe the
problem that caused the controller to not respond The most likely cause is that the controller was not able
to contact the message queue on the Replication Administrator machine. If the message queue service is
running on the Replication Administrator machine, check to see if the Windows firewall is running. If it is,
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port 9200 will need to be opened to allow communications. You can also authorize the program cnxmgq.exe
in the firewall exceptions.

If the controller and message queue services are running and there are no firewall issues, please contact
Technical Support.

Log Files
e For more information about the codes and messages displayed in the log files see the Event Replication Error
Messages.
e Ifyou are not seeing enough information in the log files you may need to increase the number of messages by
changing DEBUG LEVEL. To change DEBUG LEVEL go to Event Replication Registry Settings.

e [faproblem arises that cannot be corrected by looking at the errors in the log files, you may have to contact
Technical Support. Have all the log files ready to be sent. Technical Support needs the information in all the
log files to determine what is causing the problem.
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Event Replication Error Messages

The Open Systems Event Replicator Error Message format is:

Error Code (Error Cass): Explanation

There are six types of error messages:

Error Code Message Type
1001 through 1999 General Messages
2001 through 2999 Admin

3001 through 4999 Controller

5001 through 5999 Event Consumer
6001 through 8999 Event Producer

9001 through 9999 Debug

There are two error classes:

Error Class Description
W Warning/

Informational
E Error

There are four kinds of error actions:

Error Action Error Action Values

Code

X No action performed

L Message logged

Nx Message will notify Values N1 (infrequent notification) through
N4 (always notify). Notification must be
enabled.

L/Nx Message will logand ~ Values L/N1 (infrequent notification and

notify always log) through L/N4 (always notify and

log). Message always logs. Notification must
be enabled to occur.

There are five error states:

Error State Error State Description
Code
U Uninitialized No CDD deployed
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@)

Normal System is running normally

Configure System is processing deployment information

Disable System is disabled. Usually due to an error or Stop
Process Server message. - Note, if this code is issued due to an

error rather than a shutdown command, the default
setting is for replication to continue. The error should be
investigated however, because there is a high probability
that the transaction was not replicated.

Shutdown

System has received a Shutdown message

The Message ID below is composed of the Error Code, Error Class, Error Action and Error State.

General Messages

WARNINGS
Message ID  Explanation
1001 W L N /Application initialized.
1002 WL S /Application shutting down.
1300 W L N Application state has changed to: (ACTIVE).
Application state has changed to:
1301 WL ClCONFIGURE).
Application state has changed to:
1302 WL DipisasLED).
Application state has changed to:
1303 WL S shutbown).
Application is attempting to switch identity:
1304 WL N <o1d identity>)->({<new identity>).
ERRORS
Message ID  Explanation
1501 E X U |Unable to initialize application state.
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Resolution
Informational.

Informational.

Server has entered an active state.

Server is processing a CDD for
deployment.

Server has entered an inactive state.
May indicate an error has occurred.
Check log for more information.

Server has entered a shutdown state
due to normal process control.

No action required.

Resolution

Error occurred while reading internal
configuration files. Please contact
technical support.



1502

1503

1504

1505

1506

1507

1508

1509

1510

1511

1512

1800

1801

X D

L/N3 D

L/N3 D

L/N3 |S

L/N3 |S

L/N3 |S

L/N3 D
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Unable to write to system log: (<path to log

file>).

Unable to execute user notification. Return

code from OS Command (<error code>)

Unable to allocate dynamic memory.

System call failure (<system call>): (<OS
specific error>).

The process configuration path length
exceeds the maximum allowed.

Unable to create a data directory
(<directory name>): (<OS specific error
msg>).

Unable to initialize the Exec sub-system.

The CONNX registry cannot be read or does

not contain a value for:
(CONNX.REPLICATION.INSTALLPATH).

Event Replicator message API version
mismatch.

Unable to resolve host (<host>).

Bad multi-packet message. Fragment
sequence out of order.

The process configuration path is either
blank or the length exceeds the maximum
allowed.

The process name is either blank or the
length exceeds the maximum allowed.

Error occurred while writing to log file.
Verify log file directory is writable and
user ID has appropriate permissions.

Verify that the notification command
can be executed. Refer to User
Guide.

Check system resources.

Contact technical support.

Reinstall to allocation with a shorter
install path length. See your OS
documentation for path length limits.

See OS error message and correct as
appropriate.

Contact technical support.

Windows: Verify that the
INSTALLPATH value is correct in the
CONNX Configuration Manager
(CONNX\Replication).

Unix/Linux: Use the SqlRegistry tool
to verify the INSTALLPATH value is
correct.

Verify all Event Replicator
components are upgraded to a
compatible version.

DNS name did not resolve. Specify
dot notation addresses.

Message queue internal error.
Contact technical support.

Reinstall to allocation with a shorter
install path length. See your OS
documentation for path length limits.

Internal error. Contact technical
support.
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1802 E X ;
not exist.
1803 E X U Unabile to create a log file directory.
1804 E X U \Unabile to initialize process log (<logfile>)
1805 E X Unab]e_ to install signal handler: (<OS-
specific error message>).
Application is attempting to switch identity:
1806 E X (<Engine ID>)-->(<Engine ID>).
1807 E X U The process version is ejther blank or the
length exceeds the maximum allowed.
Admin
WARNINGS

The specified configuration directory does

Message ID Explanation

2001 WL

2002 WL

2003 WL

ERRORS

N Deployment message queued.

N [Preparing to queue Deployment message.

N Deployment CDD Initialized.

Message ID Explanation
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Windows: Verify that the
INSTALLPATH value is correct in the
CONNX Configuration Manager
(CONNX\Replication)

Unix/Linux: Use the SqlRegistry tool
to verify the INSTALLPATH value is
correct

Verify installation directory is writable
and user ID has appropriate
permissions.

Verify installation directory is writable
and user ID has appropriate
permissions.

See OS error message and correct as
appropriate.

Error notification is enabled and the
notification command is either blank
or the length exceeds the maximum
allowed.

Contact technical support.

Resolution

Deployment message was sent to the
controller's message queue. No
action required.

No action required.

No action required.

Resolution
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2502

2503

2504

2505

2506

2507

2508

2509
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Invalid configuration path.

Unable to open master configuration file: API

Error (<OS-specific error>).

Unable to initialize replications.

Unsupported source database type.

Replication configuration contains no active

replications.

System call failure (<system call>): (<OS
specific error>).

Unable to open master configuration file: 10

Error (<OS specific error>).

Unable to connect to Replicator queue

service on (<queue server host>):(<server

port>): (<queue sub-system error>).

Unable to open Replicator work queue:

N (<queue subsystem error>).

Path does not exist.

Windows: Verify that the
INSTALLPATH value is correct in the
CONNX Configuration Manager
(CONNX\Replication).

Unix/Linux: Use the SqlRegistry tool
to verify the INSTALLPATH value is
correct.

Verify installation directory is writable
to the Admin process.

Contact technical support.

An internal error has occurred in the
deployed CDD. Contact technical
support.

Deploy replications.

See OS error message and correct as
appropriate.

Ensure the install directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

309



Adabas Open Systems Event Replicator

2510

2511

2512

2513

2514

2515

2516

2517

2518

2519

2520

2521

2522

2523
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Unable to enqueue work message: (<queue

subsystem error>).

Unable to retrieve Support DLL instance.

Unable to initialize Support DLL.

Unable to find CDD Object (<CDD object>).

Unable to update CDD Object (<CDD
object>).

Unable to find Replication server information.

Unable to open Replication Work Queue
(<queue subsystem error>). Queue does

not exist.

Unable to initialize Replication Server Map.

Bad Reply from Status Message.

Replication Server Map not found.

Failed to retrieve Server Status.

Failed to write Server Status.

Invalid Server Status path: (<server status

database path>).

Invalid replication server ID: (<replication

server ID>).

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Contact technical support.

Contact technical support.

CDD not deployed properly. Re-
deploy CDD.

Refresh Server Status. If the problem
persists, contact technical support.

Ensure that install directory is writable
to the current process.

Ensure that INSTALLPATH is set
correctly.

Contact technical support.



2524

2525

2526

2527

2528

2529

2530

2531

2532

2533

2534

2535
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Invalid replication server name:
(<replication server name>).

Invalid server state request: (<server
state>).

Unable to delete status queue (<queue
name>): (<queue subsystem error>).

Invalid target table ID: (<table ID>).

Configuration API error: (<API error>).

Failed to purge existing Server Status.

Failed to dequeue Server Status: (<queue
subsystem error>).

Incompatible API version in ADM message

reply.

Unable to allocate dynamic memory.

Unable to initialize status queue. Unable to

report status.

Unable to gain exclusive access to
deployment CDD.

Unable to purge the Controller work queue

(<queue name>): (<queue subsystem
error>).

Validate the server name on the
Configure Servers dialog in the
Replication Administrator. If the
server name is correct, ensure that
the server is connected to the
network and is operating correctly.

Contact technical support.

Non-fatal error; if problem persists,
start and stop the CONNX message
queue service (Windows) or Daemon
(Unix/Linux).

Contact technical support.

Contact technical support.

Ensure that the install directory is
writable to the Replication
Administrator and retry Server Status.
If problem persists, contact technical
support.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

One or more components are at a
different version level than the
Administrator. Ensure that all
components of the Replication Server
have the same build number and
version.

Check system resources for available
memory.

Ensure that the CONNX message
queue service is running.

Ensure that the CDD is not open by
another Event Replication
Administrator or the CONNX Data
Dictionary Manager.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
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Controller
WARNINGS
Message ID
3001 W L
3002 W L
3003 WL
3004 W L S
3005 WL N
3006 W L N
3007 W L N
3008 W L N
3009 WL N
3010 W L N
3011 W L N
ERRORS

312

Explanation

N De-initializing driver support failed.

N [Recovering from an unclean shutdown.

Engine unreachable: PID:(<process ID>).
Attempting to re-spawn: (<engine ID>).

Stop service request received.

Monitor accept for unknown engine:
(<engine ID>).

Master configuration contains invalid engine

count. Defaulting to 1.

Engine spawned: PID:(<process ID>).
ID:(<engine ID>).

Engine initialization complete:
PID:(<process ID>) ID:(<engine ID>).

Event producer initialization complete.
ID:(<engine ID>).

Deploy succeeded.

Deploy failed.

Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Resolution

Non-fatal warning. No action
necessary.

Previous shutdown was not executed
via normal process mechanism. No
action necessary.

Controller lost TCP/IP connection to
Replication Engine and is attempting
to restart Engine.

No action necessary.

No action necessary.

No action necessary.

Engine has been started successfully.
No action necessary.

No action necessary.

No action necessary.

No action necessary.

Check the Controller log file for the
preceding messages containing
additional error information and take
action based on those messages.



Message ID

4001

4002

4003

4004

4005

4006

4007

L/N1 N

L/N1T N

L/N2 N

L/N3 N

L/N1T N

L/N3 N

L/N1 N
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Explanation

Unable to connect to local queue service:
(<queue subsystem error>).

Unable to open controller work queue:
(<queue subsystem error>).

Unable to dequeue work message: (<queue

subsystem error>).

Unable to open master configuration file: 10

Error: (<OS specific error>).

Unable to open EP Identity queue: (<queue

subsystem error>).

Unable to spawn engine: (<OS specific
error>).

Unable to connect to EP queue service:
(<queue subsystem error>).

Resolution

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

See OS error message and correct as
appropriate.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

See OS error message and correct as
appropriate.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.
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Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication

Unable to open EP work queue: (<queue Administrator matches the port

subsystem error>). number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

4008 [E L/N1 N

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication

Unable to open EP target queue (<queue  |Administrator matches the port

name>): (<queue subsystem error>). number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

4009 E L/N1 N

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication

Unable to enqueue EP work message: Administrator matches the port

(<queue subsystem error>). number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

4010 E L/N2 N

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication

Unable to enqueue Engine work message: |Administrator matches the port

(<queue subsystem error>). number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

4011 [E L/N2 N

Unable to open master configuration file: See OS error message and correct as

4012 E /N3 N (<OS specific error>). appropriate.

Unable to initialize replications: (<API error

4013 E L/N3 N
message>).

Contact technical support.

Configuration files may have been
4014 [E L/N3 |N Unsupported backend for replication source. |modified outside Event Replication.
Re-deploy replications.

Configuration files may have been
4015 [E L/N1 N [Invalid target table id for replication modified outside Event Replication.
Re-deploy replications.

Configuration files may have been
modified outside Event Replication.
Re-deploy replications.

Replication configuration contains no active

4016 [E L/N1 N L
replications.
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4018

4019

4020

4021

4022

4023

4024

4025

4026

4027

L/N3 N

L/N3 |S

L/N3 |S

L/N3 |S
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Unable to write master configuration file: IO  |Verify install directory is writable and

Error: (<OS specific error>).

Unable to open replication license file: (<API

error message>).

Unable to lock replication license file: (<API

error message>).

Driver support initialization failed: (<API
error message>).

Unable to delete failed configuration:
(<config file name>): (<OS specific
error>).

Bad work message. Unexpected message
fragment type: (<embedded message

type>).

Unable to flush configuration to disk: (<OS
specific error>).

Unable to open existing config (<config file

name>): (<OS specific error>) Starting
over.

Unable to map existing config (<config file
name>): (<OS specific error>). Starting
over.

Configuration mapped to NULL. Starting
over.

Unable to create new configuration (<config

file name>): (<OS specific error>).

user ID has appropriate permissions.

Ensure that a valid Event Replication
license is installed and registered.

User license count has been
exceeded. Ensure that a valid Event
Replication license is installed and
registered.

Windows: DLL was not registered.
Ensure that the system was rebooted
after installation.

Unix/Linux: Shared library could not
be located or loaded. Check
dependencies.

Ensure that the install directory is
writable to the Controller

user/process. See OS error message
and correct as appropriate.

Contact technical support.

See OS error message and correct as
appropriate.

See OS error message and correct as
appropriate.

See OS error message and correct as
appropriate.

Out of resources. Check disk space
and available memory.

Out of resources. Check disk space
and available memory.
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Unable to map new configuration (<config |Out of resources. Check disk space

4028 [E L N file name>): (<OS specific error>). and available memory.

Out of resources. Check disk space

4029 E L N [New configuration mapped to NULL. and available memory.

Unable to initialize target queues. Exceeded
4030 [E L/N1 N maximum attempts to connect to queue
service.

Ensure that the CONNX message
queue service is running.

Configuration files may have been
modified outside Event Replication.
Re-deploy replications.

Invalid replication server ID. Unable to

4031 E L/N1 N ; :
process configuration.

Cannot retrieve object from master

4032 |E I/N1N configuration: (<configuration object>).

Contact technical support.

Invalid source table id for replication: (<table

4033 E L/N1 N ID>)

Contact technical support.

This error indicates a problem with
the communication between the
controller and the producer. Ensure
that the source nucleus is running
and the nucleus log indicates that
replication was successfully
initialized. Also ensure that there are
no firewalls present between the
controller and the producer that would
prevent communication. If the
producer is running and there are no
network issues, contact technical
support.

Socket error sending status change to

4035 E L/N1[C
producer

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication

Unable to create control reply queue: Administrator matches the port

(<queue subsystem error>). number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

4036 E L/N1 N

Invalid license or all active
replications removed from this CDD.
Either correct the license file,

Configuration reset. Stopping all servers and

4037 E LN1S shutting down.

Attempted to accept connections on
the first available port. No ports were
available. Ensure that there is a range
of ports available. If configured to a
specific port, ensure that port is

Unable to accept connections on port (<port

4038 [E /N3 S number>).
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4039

4040

4041

4042

4043

4044

4045

4046

4047

4048

4049

L/N3 |S

L/N3 |S

L N
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Monitor request timed out.

Unable to send engine monitor request:
(<socket error>).

Monitor accept for active or deactivated
engine.

Monitor unable to retrieve configuration for
re-spawned engine.

Monitor timed out sending configuration to
re-spawned engine.

Monitor error sending configuration to re-
spawned engine: (<socket error>).

Monitor request reply timed out.

Unable to receive engine monitor request
reply: (<socket error>).

Unable to restart acceptor for connections on

port (<port number>).

Monitor accept for an engine with a mis-
matched process ID (<engine ID>_<engine
ID>): (<current process ID>) |=
(<incoming process ID>).

Database specific configuration missing
table descriptors.

available.

Attempted to communicate with the
Replication Engine but did not receive
a timely reply. Check the Event
Consumer log files.

TCP/IP error. Check the Event
Consumer log files.

Sequence error detected and
corrected. No action necessary.

Controller is in an invalid state.
Contact technical support.

Communication with engine lost;
system will attempt to reconnect. No
action necessary.

TCP/IP error. Check the Event
Consumer log files.

Engine failed to respond in a timely
manner. Check the Event Consumer
log files.

TCP/IP error. Check the Event
Consumer log files.

Controller was configured to accept
on a specific port and port is no
longer available. Specify an available
port.

or

Controller was configured to accept
on a range of ports and no ports in
the range were available. Ensure that
there are available ports.

Contact technical support.

Contact technical support.

317



Adabas Open Systems Event Replicator

4050

4051

4052

4053

4054

4055

4056

4057

4058

4059

318

L/N1 N

L/N1T N

L/N1 N

Invalid user/pass length in master
configuration. Please re-configure and re-
deploy.

Invalid source database id for replication:
(<database ID>).

Connection timed out sending configuration
to engine.

Connection error sending configuration to
engine: (<socket error>).

Unknown engine dereferenced: (<engine
ID>).

Unable to connect to Admin queue service:
(<queue subsystem error>).

Unable to open Admin status queue:
(<queue subsystem error>).

Unable to enqueue message on Admin

status queue: (<queue subsystem error>).

Master configuration file does not exist:
(<config file name>). Unable to process.

Unable to load replication columns from
master configuration for ID: (<table ID>).
Error: (<API error>).

Contact technical support.

Contact technical support.

Non-fatal error; engine will re-attempt
connection. No action necessary.

TCP/IP error. Check the Event
Consumer log files.

Contact technical support.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Configuration files may have been
deleted outside Event Replication.
Redeploy replication CDD.

Contact technical support.



4060

4061

4062

4063

4064

4065

4066

4067

4068

4069

4070

L/N3

N
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Unable to remove old configuration:

(<config file name>) Error: (<OS specific

error>).

Unable to initialize engine: PID: (<process

ID>) ID: (<engine ID>).
Unable to initialize event producer.

Monitor accept for disabled engine.

Engine request for respawn denied. Engine
disabled: PID: (<process ID>) ID: (<engine

ID>). Please contact technical support.

Version mismatch for engine: ID: (<engine

ID>).

Engine configuration status check send
timed out. ID: (<engine ID>).

Engine configuration status check send
error: ID: (<engine ID> ) Error: (<socket
error>).

Engine configuration status check reply
error: ID:(<engine ID>) Error: (Status not
NORMAL)

Engine configuration status check reply
timed out. ID: (<engine ID>).

Engine configuration status check reply
error: ID: (<engine ID>) Error: (<socket
error>).

See OS error message and correct as
appropriate.

Contact technical support.

Contact technical support.

Sequence error detected and
corrected. No action necessary.

Contact technical support.

One or more components are at a
different version level than the
Controller. Ensure that all
components of the Replication Server
have the same build number and
version.

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.
Check the Engine logs.

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.
Check the Engine logs.

Check the Engine logs.

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.
Check the Engine logs.

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.
Check the Engine logs.
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4071

4072

4073

4074

4075

4076

4077

4078

4079

4080

320

z

Unable to create Controller to EP status
queue: (<API error>).

The Controller to EP status queue has been

deleted: (<queue name>).

Unable to open Controller to EP status
queue (<queue name>): (<queue API
error>).

Controller to EP status queue message
version mismatch detected.

Unknown message type encountered on
Controller to EP status queue: (<internal
message type>).

The EP has reported a failed deploy.

Unknown EP encountered in post-deploy
enquiry: (<EP id>).

Error in message dequeue on Controller to

EP status queue (<queue name>):
(<queue API error>).

Duplicate source column detected: TBL.:
(<table name>) COL: (<column name>).

Unable to resolve target table column: TBL:

(<table name>) COL: (<column name>).

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.

Contact technical support.

Ensure that the system has sufficient
resources and that the install
directory is readable and writable.

Ensure that the latest version of the
Event Replicator is installed on all
machines.

Contact technical support.

Consult the appropriate EP log and
correct environment. Re-deploy.

Contact technical support.

Ensure that the CONNX message
queue is active on all machines
involved in replication, the queue
directory is readable and writable,
and that the system has sufficient
resources.

Contact technical support.

Contact technical support.



4081

4082

4083

4084

4085

4086

4087

4200

4201

4202

4203
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Non-unique table column ordinal detected:

(<table name>). Contact technical support.

Fatal error. Unable to configure producer

identities. Contact technical support.

Ensure that the Adabas nucleus has
been started and has been correctly
configured for replication.

Post-deploy EP status check exceeded
maximum time limit.

Source table has no index defined: (<table |Replications must be configured with
name>). at least one primary index.

Target table has no index defined: (<table |Replications must be configured with
name>). at least one primary index.

Each database involved in replication
must have a corresponding license
file. Ensure that your license server is
properly configured and running.

Unable to open license for database involved
in replication (<DB name>): (<API error
message>)

Each database involved in replication
must have a corresponding license
file. Ensure that your license server is
properly configured and running.

Unable to lock license for database involved
in replication (<DB name>): (<API error
message>)

Unrecognized ADABAS table name format:
(<Adabas table name>). Table: (<table Contact technical support.
name>).

Invalid column name exceeds maximum
length. Column: (<column name>). Table: |Contact technical support.
(<table name>).

Invalid virtual column type in configuration.
Column: (<column name>). Table: (<table Contact technical support.
name>).

Invalid index column type in configuration.
Column: (<column name>). Table: (<table Contact technical support.
name>).
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Duplicate table encountered in ADABAS
4204 E L N [cluster definition: Table: (<table name>): Contact technical support.

({int}).

Non-MU/PE column encountered in rotated
4205 E L N table descriptors (<column name>): (<table (Contact technical support.
name>).

MU/PE column encountered in table index
4206 E L N descriptors (<column name>): (<table Contact technical support.
name>).

Unrecognized physical DB Name format for

4207 B L N ADABAS: (<internal DB name>).

Contact technical support.

Unable to create queue name. Max queue
4208 E L N lname exceeded (<max value>): (<supplied (Contact technical support.
value>).

4209 E L N No ADABAS clust_er deflnlt_lons match the Contact technical support.
requested source information.

The Adabas to Adabas initial state
process uses the Adabas utility
ADABCK to do a DUMP of the source
files and an OVERLAY on the target.
Error 4303 indicates that there was
an error in either the source or target
ADABCK process. Please check the
ADABCK log files for information
about the error. These log files are

Unable to perform Adabas to Adabas Initial [located in the replicator's log directory

State (connx32\replication\log on Windows
and connx/replicator/log on
Unix/Linux) in a subdirectory named
DBxxx where xxx is the 3 digit
number of the database ID. Please
check the logs for both the source
and target. Note, if an error on the
source prevented any processing,
there my not be an ADABCK log on
the target.

4303 [E L/N1 N

Event Consumer
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Message ID Explanation

5001

5002

5003

5004

5005

5006

5201
5202

5203

5301

5302

5303

ERRORS

Message ID

W L

W L

WL

WL

C

D

Loading new EC configuration.

Request to DISABLE PROCESS received.

Request to initial state source.

EC Configuration locked by another process:

(<Configuration Path>). Exiting.

Configuration is dirty: recovering from bad
shutdown.

Engine active: Source: (<DB

name>):(<internal DB ID>) --> Target: (<DB

name>):(<internal DB ID>).

Record information pertaining to a 5203
informational message

Engine encountered an SQL error. The

operation will be retried. The SQL error can
be found in the body of the error message.
This message is issued for SQL errors that
are transient. They normally succeed on a
retry. If they do not succeed after 3 retries,

error 5702 will be issued.

Shut down occurring before enqueue of
Initial State end card. Initial state will be
replayed.

Shut down occurring before dequeue of
Initial State. Initial State will be replayed.

Shut down occurring before dequeue of
transaction.

Explanation

Resolution

Informational.

Informational. A Stop Target was
issued from the Administrator.

Informational.

Duplicate engine respawned due to
temporary communication failure. No
action required.

Informational

Informational

Informational

Informational

Informational.

Informational.

Informational.

Resolution
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5501

5502

5503

5504

5505

5506

5507

324

L/N2 N

L/N2 N

L/N2 N

L/N1 N

L/N1T N

L/N1T N

L/N3 N

Unable to connect to EP queue service:

(<queue subsystem error>).

Unable to open cursor for EP transaction

queue: (<queue subsystem error>).

Unable to get message from EP transaction

queue: (<queue subsystem error>).

Unable to dequeue message from EC work

queue: (<queue subsystem error>).

Unable to connect to local queue service:

(<queue subsystem error>).

Unable to open EC work queue: (<queue

subsystem error>).

Unable to create new replication.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information...

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Check system resources for available
memory.



5508

5509

5510

5511

5512

5513

5514

5515

5516

5517

5518

5519

X U

L/N3 D

L/N3 D

L/N3 D

L/N3 D

L N

L/N3 |S
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Unable to initialize the process name.

Unable to open connection to status queue
service on (<queue service host>):
(<port>): (<queue subsystem error>).

Unable to open status queue (<queue
name>): (<queue subsystem error>).

Unable to set the process name. Unable to
initialize logfile. Deploy failed.

Null record loader returned. Unable to
continue processing.

Duplicate initial state end received.

Unexpected message in queue.

Unable to open existing config (<config file

name>): (<OS specific error>). Starting
over.

Unable to map existing config (<config file
name>): (<OS specific error>). Starting
over.

Configuration mapped to NULL. Starting
over.

Configuration file does not belong to this
engine: Expected: (<engine ID>) Mapped:
(<engine ID>). Starting over.

Unable to create new configuration (<config

file name>): (<OS specific error>).

Non-fatal error. No action necessary.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Contact technical support.

Check system resources for available
memory.

Contact technical support.

Contact technical support.

Non-fatal error. System will recover
automatically.

Non-fatal error. System will recover
automatically.

Out of resources. Check disk space
and available memory.

Non-fatal error. System will recover
automatically.

Out of resources. Check disk space
and available memory.

See OS error message and correct as
appropriate.
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5520

5521

55622

5523

5524

5525

5526

5527

5528

5531

55632

5533

5534

326

L/N3 |S

L/N3 |S

L/N3 |S

L/N3 |S

L/N3 |S

L/N3 D

L/N3 |S

L/N3 |S

Unable to map new configuration (<config
file name>): (<OS specific error>).

New configuration mapped to NULL.

Configuration is dirty: recovering from bad
shutdown.

Unable to flush configuration to disk: (<OS
specific error>).

Unexpected message state initializing
queue.

Duplicate initial state found while initializing
queue.

Unable to enqueue status message on
queue (<queue name>): (<queue
subsystem error>).

Unable to set SQL statement for replicating:
Length is zero.

Unable to enqueue init marker: (<queue
interface error>).

Unable to restart engine. Queue initialization
failure.

Control host address has an invalid length:
(<host address>).

Unable to connect to Controller service:
(<socket error>).

Timeout waiting for initial configuration.
Exiting.

Out of resources. Check disk space
and available memory.

See OS error message and correct as
appropriate.

Out of resources. Check disk space
and available memory.

Non-fatal error. No action necessary.

See OS error message and correct as
appropriate.

Contact technical support.

Contact technical support.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Contact technical support.

Ensure that the CONNX message
queue service is running.

Contact technical support.

Contact technical support.

Check controller log.

System unable to process all
replications. Check for resource
availability.



5535

5536

5537

5538

5539

5540

5541

5700

5701

5702

5703

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N2

L/N2

L/N2

L/N2

D

D

D

D

D

D

D

D

N

N
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Connection to Controller service lost:
(<socket error>). Exiting.

Corrupt queue. Partial message detected.

Corrupt queue. Message sequence out of
order.

Corrupt queue. Message sequence out of
order.

Corrupt queue. Message sequence out of
order.

Corrupt queue. Message sequence out of
order.

Corrupt queue. Message sequence out of
order.

Unable to connect to Target DB: (<SQL
error>).

End Transaction error: (<SQL error>).

SQL error (<SQL error type>): (<SQL
error>). Final try, giving up. Process will
disable.

SQL action affected 0 records: (<SQL
error>).

Check controller log.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Check API error and correct problem.
When problem has been corrected,
restart servers from the Status Tab in
the Replication Administrator.

Check SQL error and correct
problem. When problem has been
corrected, restart servers from the
Status Tab in the Replication
Administrator.

Target table may have been modified
externally. Check SQL error and
correct problem. When problem has
been corrected, restart servers from
the Status Tab in the Replication
Administrator. An initial state may be
required.

Target table may have been modified
externally. An initial state may be
required.
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5704

5705

5706

5707

5708

5709

5710

5711

5712

5713

5800

328

L/N3 D

L/N2 D

L/N2 D

L/N2 D

L/N2 D

L/N3 D

L/N2 N

Unable to set connection information: Logical

DB name length exceeds maximum:
(<logical DB name>).

Unable to set connection information:
Connection string length exceeds maximum:
(<connection string>).

Unable to set connection attributes: (<SQL
error>).

Current transaction rolled back.

Begin transaction failed: (<SQL error>).

Invalid transaction. NULL source map.

SQL error: (<SQL error>).

Current transaction rolled back.

Application has entered an exception state.
Current transaction rolled back

An error occurred during initial state
processing.

Unable to connect to EP queue service:
(<queue subsystem error>).

Contact technical support.

Contact technical support.

Contact technical support.

Application state is disabled. Check
Event Consumer logs, fix problems
and re-deploy.

Application state is disabled. Check
Event Consumer logs, fix problems
and re-deploy.

Contact technical support.

Transaction event has failed. Event
Consumer will re-connect and retry
the transaction.

No action required.

No action required.

Compound error state within the
engine is preventing clean error
handling. Prior error messages
contain additional information.

Contact technical support.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.



5801 E L/N2 N

5802 [E |L/N2 N

5803 [E |L/N2 N

5804 |E |L/IN2|S

5805 |E |L/IN2|S

Event Producer

WARNINGS

Message ID
6001 WL U

6002 W L U
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Unable to open EP transaction queue
(<queue name>): (<queue subsystem
error>).

Unable to enqueue message on EP
transaction queue (<queue name>):
(<queue subsystem error>).

Unable to dequeue message from EP
transaction queue (<queue name>):
(<queue subsystem error>).

Error in COMMIT. Transaction not
committable due to application exception
state.

Unexpected end of queue. Transaction

manager out of sync with event consumer.

QUEUE:(<queue name>).

Explanation

No existing configuration found. Creating
new configuration.

Event producer: Identity configured.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Compound error state within the
engine is preventing clean error
handling. Prior error messages
contain additional information.

Contact technical support.

Contact technical support.

Resolution

Informational.

Informational.
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6003 WL N
6004 W L N
6005 W L N
6006 WL D
6007 W L U
6008 WL [C
6009 W L N
6010 W L C
6011 WL N
6012 WL N
N
6200 W L
6250 WL S
ERRORS
Message ID
7001 E L/N2 N

7002 [E L/N2 N

330

The transaction cache is not empty at
shutdown.

The transaction queue is not empty at
shutdown.

Processing empty transaction.

Resetting the Event Producer. Deleting
current configuration.

Recovering from dirty shutdown.
Processing existing configuration.
Existing configuration loaded.
Processing new configuration.

Dynamic configuration loaded.

Process configuration unloaded successfully

Spawned ep_config: PORT:(<port
number>).

Listener exiting main control loop.

Explanation

Unable to connect to local queue service:

(<queue subsystem error>).

Unable to open target queue (<queue
name>): (<queue subsystem error>).

Informational.

Informational.

Informational.

Informational. Response to a request
to remove all replications.

Informational.
Informational.
Informational.
Informational.
Informational.

Informational.

Informational.

Informational.

Resolution

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.



7003

7004

7005

7006

7007

7008

7009

7010

m
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Unable to enqueue on target queue (<queue

LIN2 N name>): (<queue subsystem error>).

Unable to open EP work queue: (<queue

LIN2'N subsystem error>).

Unable to delete unused record caches:
L N |DIR:(<queue directory) ERR:(<queue
subsystem error>).

Unable to dequeue EP work queue: (<queue

LIN2 N subsystem error>).

Queue unreachable and shutdown called
L S |during transaction queue processing:
TXID:(<internal transaction ID>).

Queue unreachable and shutdown called
L S |during initial state queue processing: TXID:
(<queue subsystem error>).

Unable to purge target queue (<queue
name>): (<queue subsystem error>).

L/N2 N [EP configuration error: duplicate source.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the CONNX message
queue is the last process to stop
when stopping all Event Replicator
services.

Ensure that the CONNX message
queue is the last process to stop
when stopping all Event Replicator
services.

Ensure that the CONNX message
queue is the last process to stop
when stopping all Event Replicator
services.

Contact technical support.
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7011

7012

7013

7014

7015

7016

7017

7018

7019

7020

332

L/N2 N

L/N2 N

L/N1 U

L/N1 U

L/N1 U

L/N3 U

Unable to open EP control queue: (<queue

subsystem error>).

Unable to peek EP control queue: (<queue

subsystem error>).

Unable to open configuration cache for EP

(<config file name>): 10 Error: (<OS
specific error>).

Unable to read cached configuration for EP

(<config file name>): 10 Error: (<OS
specific error>)

Unable to create configuration cache for EP

(<config file name>): 10 Error: (<OS
specific error>)

Unable to cache configuration for EP
(<config file name>): 10 Error: (<OS
specific error>).

Unable to open existing configuration
(<config file name>): (<OS specific
error>). Initial state required.

Unable to map existing configuration
(<config file name>): (<OS specific
error>).

Pointer to existing configuration is NULL:

(<OS specific error>).

Unable to initialize mapped allocator: (<API

error>).

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Verify installation directory is readable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Verify installation directory is readable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Out of resources. Check disk space
and available memory.

Out of resources. Check disk space
and available memory.

Contact technical support.



7021

7022

7023

7024

7025

7026

7027

7028

7029

7030

7031

7032

7033

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

u

u

D

D

D

D

D

D

D

Chapter 8 - Event Replicator Troubleshooting Guide

Unable to initialize transaction data.

Unable to initialize record data.

The CONNX registry cannot be read or does

not contain a value for:
(CONNX.REPLICATION.INSTALLPATH).

Unable to delete dirty configuration (<config

file name>): (<OS specific error>).

Unable to create new configuration (<config

file name>): (<OS specific error>).

Unable to map new configuration (<config

file name>): (<OS specific error>).

Pointer to new configuration is NULL: (<OS

specific error>).

Unable to construct new mapped allocator:

(<API error>).

Unable to construct new transaction data.

Unable to construct new record data.

Unable to flush the configuration to disk:
(<OS specific error>).

Unable to connect to status queue.

Unable to open status queue.

Contact technical support.

Contact technical support.

Adabas nucleus was terminated
unexpectedly. Initial state required to
regain data integrity.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Out of resources. Check disk space
and available memory.

Out of resources. Check disk space
and available memory.

Contact technical support.

Contact technical support.

Contact technical support.

Verify installation directory is writable
and user ID has appropriate
permissions. See OS error message
and correct as appropriate.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
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7034

7035

7036

7037

7038

7039

7040

7041

7042

7043

7044

334

LN/3

L/N3

L/N3

L/N3

L/N3

L/N1

L/N1

D

D

D

D

D

D

Unable to enqueue status message.

Unable to delete cache map (<queue

name>): (<queue subsystem error>).

Unable to load cached configuration.
Deployment required.

Unable to reset the Event Producer. Forcing
internal replication processes to shutdown.

Duplicate transaction requested.

Unable to retrieve pointer to mapped
memory: (<API error>).

Unable to free pointer to mapped memory:

(<API error>).

Unable to cache record. Invalid transaction

ID.

Unable to retrieve transaction data alloc info.

Unable to retrieve record data alloc info.

Initial state request received when no
configuration exists.

to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the message queue has
been started and initialized correctly,
the port number in the Replication
Administrator matches the port
number in the Registry, and the
message queue directory is writable
to the current process. See the User
Guide for more information.

Ensure that the install directory is
writable to the Event Producer
user/process and re-deploy.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Non-fatal error. No action necessary.



7045

7046

7047

7048

7049

7050

7051

7052

7053

7071

7072

7200

7201

7202

L/N2 N

L/N3 |S

LN/3 D

LN/3 |S

LN/3 |S

LN/3 |S

LN/3 |S

LN/3 |S

LN/3 N

LN/3 N

L/N3 D

L/N3 D

L/N3 D
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Delete config request received when no
configuration exists.

EP configuration error: Duplicate source.

Unable to initialize the Event Producer.
Forcing internal replication processes to
shutdown.

Unable to cache configuration.
Number of cached transactions is non-zero
and the configuration is new.

Number of cached transactions does not
match the saved configuration.

Number of cached transactions does not
match the number of restored transactions.

Unable to reconstitute record data: (<API
error>)

Number of cached transactions is zero and
the number of cached records is non-zero.

Adabas to Adabas Deploy Failed.

Call to Adabas nucleus to change replication
status failed.

Internal API call failed. Nucleus Response:
(<nucleus response code>).

Unable to retrieve Primary Key data.

Internal call failed. Nucleus Response:
(<nucleus response code>).

Non-fatal error. No action necessary.

Contact technical support.

Contact technical support.

Ensure that the install directory is
writable to the Event Producer
user/process and then re-deploy.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Check previous error messages in the
EP log. Check Nucleus log.

Check previous messages in the EP
log for more detail. Check Nucleus
log. Possible causes of this error are
adding a file to the replication list that
has a referential integrity dependency
on another file that was not added or
attempting to do an initial state on a
file that has a referential integrity
dependency on another file that was
not part of the initial state process -
most likely because it was not added
to the replication list.

Contact technical support.
Contact technical support.

Contact technical support.
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7203

7204

7205

7206

7207

7208

7210

7211

7212

7213

7215

7250

7251

336

L/N D Unable to resolve sub tables: (<API error>).

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

L/N3

Event handler termination called with non-
zero reference count.

FATAL ERROR: Unable to initialize
producer.

FATAL ERROR: Unabile to initialize producer

global status framework.

FATAL ERROR: Unable to initialize
ep_config.

FATAL ERROR: Unable to create handler.

Unable to send message to ep_config:
(<socket error>).

Unable to send message to ep_config:
(<socket error>).

Failed to retrieve reply message to
ep_config: (<socket error>).

Unable to spawn ep_config: (<OS specific
error>).

Unable to open connection to ep_config:
PORT:(<port number>) ERR:(<socket
error>).

Unable to initialize socket acceptor on port
(<port number>) (<socket error>).

Unable to accept incoming socket: (<socket
error>). Will attempt to re-initialize acceptor.

Contact technical support.

Adabas has terminated abnormally.
Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

Contact technical support.

System will try to restart CNXEPCFG
automatically. If it doesn't, contact
technical support.

System will try to restart CNXEPCFG
automatically. If it doesn't, contact
technical support.

System will try to restart CNXEPCFG
automatically. If it doesn't, contact
technical support.

See OS error message and correct as
appropriate.

Contact technical support.

See OS error message and correct as
appropriate.

Non-fatal error.
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Unable to re-initialize socket acceptor on

7252 E | port (<port number>) (<socket error>).
Receive failed for incoming request:
7254 E L (<host>)(<port number>): (<socket
error>).
Invalid message type received:
7255 E L (<host>)(<port number>): (<socket
error>).
Timeout sending response to client:
7256 E L (<host>)(<port number>).
Unable to send response to client:
7257 E L (<host>)(<port number>): (<socket
error>).
Debug
WARNINGS

Message ID Explanation

99801 W

99802 W

99803 W

99804 W

99805 W

99806 W

99807 W

99808 W

99809 W

99810 W

L

U EXEC: { {string} }.

U ADM: { {string} }.

U CTRL: { {string} }.

U EC: { {string} }.

U RL: { {string} }.

U RL Pool: { {string} }.

U TX: { {string} }.

U EP: {{string} }.

U CTRL (ADABAS): { {string} }.

U EP (ADABAS): { {string} }.

See OS error message and correct as

appropriate.

Ensure that the Adabas nucleus has
been started and has been correctly

configured for replication.

Contact technical support.

Ensure that the Adabas nucleus has
been started and has been correctly

configured for replication.

Ensure that the Adabas nucleus has
been started and has been correctly

configured for replication.

Resolution

Internal use only.
Internal use only.
Internal use only.
Internal use only.
Internal use only.
Internal use only.
Internal use only.
Internal use only.
Internal use only.

Internal use only.

For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.
For debug level 2.

For debug level 2.
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Event Replicator User Exits

The Open Systems Event Replicator has a user exit which allows a you to run a job if an error with an Action type
of Nx (see Event Replication Error Messages) occurs.

To run a user-specified job when Nx errors occur, set NOTIFY to 1 and NOTIFY CMD to the name of the user-
specified job.

NOTIFY_CMD should contain the fully qualified path and file name of the job to be executed. The job can be a
program, shell script, batch file or command file. It can contain multiple tasks.

If an Nx error occurs, the Event Replicator calls the NOTIFY CMD command and passes a single parameter string
containing the job name. The system will execute the job specified by NOTIFY CMD parameter string. If no job is
specified, the NOTIFY CMD default job is "eventnotify."

In the samples directory, there is a VB .NET 2003 job. It creates a sendmail program that sends email notifications
to a list of people specified in the sample eventnotify.cmd file.

For more information, see the Event Replication Registry Settings.
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Event Replication Troubleshooting Do's and Don'ts

Do's

Do put all replications in one data dictionary; do not spread replications across multiple data dictionaries that
will be sent to one controller. A controller can only run replications from one data dictionary at a time.

Example: If the data dictionary ex1.cdd is deployed to controller 1 and then data dictionary ex2.cdd is
deployed to controller 1, the replications in ex1.cdd are removed and the replications in ex2.cdd replace
them.

Do check the log files when data is not replicating. Since the replication controller runs as a background
service errors there is no user interface to display errors, so they are written to log files. The log files can be
found in the folder at the Installation Directory \CONNX32\Replication\log.

Don'ts

340

Don't modify target data outside of the replication tool. If data on the target database is modified outside of the
replication tool, it can cause integrity issues and stop the replication.

Don't deploy the same Data Dictionary to different active controllers. If there are two different controllers
modifying data in the same target table, you lose data integrity from the source to the target tables. This will
disable the Event Replicator.
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Introduction to ACD Replications

ACD (Add, Change, Delete) Replications are a special type of replication that track the operations done
against a database rather than replicating the data itself. When an ACD Replication is defined, a source
table is defined and a special ACD target table is created in the target database. The Event Producer will
now monitor the source database for any transactions against the table specified in the ACD Replication
and a record will be inserted into the ACD target table specifying each operation (Add, Change or Delete)
that occurs for the transaction. The ACD target table is a transaction log for the specified source table.
ACD Target Table Metadata
The ACD target table consists of all the columns from the source table preceded by five pre-defined
columns that provide transaction log information. The five columns are:

Column Name Data Type Description
CNX_ACD_TXID VarChar(64) | ransaction ID from
source database
Sequence number
within transaction
Timestamp from source
database
User ID that made the
CNX ACD_ChangeUser WVarChar(256) change in the source
database
Type of change.
CNX ACD_ChangeType Char(1) Possible values are
AB,CorD

CNX_ACD_SequenceNumber Integer

CNX_ACD_TimeCreated TimeStamp

CNX_ACD_TXID

o This is the transaction ID from the source database. All operations within a transaction
will have the same CNX ACD TXID

CNX_ACD_SequenceNumber
o Each operation within a transaction will have a sequence number denoting its position
within a transaction. For example, if a transaction contains an insert, an update and a
delete in that order, the sequence number of the insert will be 1, update will be 2 and the
delete will be 3.
CNX_ACD_TimeCreated

e This is the timestamp from the source database denoting the time the operation occurred.
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Creating ACD Replications

ACD replications require a CDD the same as data replications. Please see the topic titled "Creating a
CDD for Event Replication..." in Chapter 4 for information about creating a CDD.

Note: If you already have a replication CDD, you do not need to create a separate CDD for ACD
replications. A single CDD can support all types of replications at the same time.

To create an ACD replication, open the InstantdbSync Replication Administrator and select Add. The
Add Tables dialog will appear. Select the source table and target database. Check the "Target tables are
ACD" checkbox. This will instruct the InstantdbSync Admin to create ACD replications for the tables that
have been selected. If you wish to also create data (non-ACD) replications, they need to be created
separately from the ACD replications.

InstantdbSync - Add Tables .
File
Table Selection
Select source tables
Source dbo orders Source.dbo CUSTOMER

e

<

bl

Filter

—

[~ Use Existing Target Tables
[v Target tables are ACD
Target

Select Target Databases

Source

=3

o<

C

(] Cancel

Press OK to return to the Replication Design screen.
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ﬁ InstantdbSync - Event Replication for CACONNX32\UTILS\acd.cdd == -
File Edit View Tables Servers Help

Replication Design | Deployed Replications ] Server Status ] Controller: bluton

Rep # Ada# Active Source Database Source Table Target Database Target Table Create Mo lmtial State  ACD
ECUSTOMER ECUSTOMER_CNX_ACD

E: Add Tables il:ﬂﬂp Columns J
m Delete Rep @ | il_ﬁConﬂg Servers # .;

When ACD replications are present, the ACD and No Initial State columns will be displayed. The ACD
column is checked if the replication is an ACD replication and un-checked if the replication is a data
replication. This column is read-only and cannot be changed by the user. The No Initial State column is
always checked for ACD replications and cannot be changed by the user. For data replications, the No
Initial State column defaults to un-checked and can be changed by the user if desired. Please see the
topic "Suppressing an Initial State" in Chapter 4 for more information on suppressing the initial state
process for non-ACD replications. The ACD target table is a log of changes made from the point that the
replication is deployed and as such, an initial state has no meaning and is therefore not allowed.

By default, the ACD target table will have the same name as the source table with "_CNX_ACD"
appended to the name. The columns in the ACD target table will be the same as the source table with
the ACD specific columns at the beginning. See the topic "Introduction to ACD Replications" in this
chapter for a list of the ACD specific columns. To see the metadata for the ACD target, press the Map
Columns button. Note that the metadata displayed is read-only and cannot be modified

Once the ACD replication has been created, check the Active check box and press the Deploy button.
Please see the topic "Deploying the Event Replication" in Chapter 4 for information on the Deploy
function.
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ACD Output

The ACD target table contains 5 columns (CNX_ACD_TXID, CNX_ACD_SequenceNumber,
CNX_ACD_TimeCreated, CNX_ACD_ChangeUser and CNX_ACD_ChangeType) followed by the
columns from the source table. The ACD target table is a transaction log specific to the source table
specified in the ACD replication.

The following examples will use a source table with two character columns, col1 and col2. Col1 is the
Primary Key:

File View Connection Teols CONNX Help
S0 Execute g Show Tables %3 Build Query ¥ Report (# Refresh CDD [ ODBCTrace 5| GetQuery Schema -

m Execution Plan Elll- Uniform SCQL .!E Relaticnal DB SQL

= Transaction: *E Begin & Commit % Rollback

Recent Connections: | DD=C:\CONNX32\UTILS\acd. cdd;Prompt=2;Persist Security Info=True; APPLICATION=ALL v ‘
Recent Queries: |SELECT * FROM Source.dbo.sourceTable3 v|

‘ SELECT * FROM Source.dbo.source Table3

coll + col2 +

¥ =null= <null>

[][ ] Record: 0]of | o[ ][] Time : 0.0180002

The target ACD table has the CNX_ACD columns followed by col1 and col2:

File View Connection Tools CONNX Help

{1 Bxecute g ShowTables 3 Build Query " Report () Refresh CDD [ ODBCTrace {5] GetQuery Schema [MaxRows | 5
- m Execution Plan §m. Uniform SQL I:E Relational DB SOL

Transaction: *E Begin i Commit % Rollback

Recent Connections: | DD=C:\CONNX32\UTILS\acd.cdd;Prompt=2;Persist Security Info=True; APPLICATION=ALL v ‘

Recent Queries: |SELECT * FROM Target.dbo.source Table3_CNX_ACD “|

‘ SELECT * FROM Target.dbo.sourceTable3_CNX_ACD

CNX_ACD_TXID -+ CNX_ACD_SequenceMumber + CNX_ACD_TimeCreated 4 CNX_ACD_Changellser 4+ CNX_ACD_ChangeType -+ coll + col2 +
% <null= <null> <null= <nullx <null= <null= <null=

[][3] Record: | 0fof | ofv vl

If the following SQL is executed against the source table:
Begin Transaction;
INSERT INTO sourceTable3 (coll, col2) VALUES('abc', 'def");
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INSERT INTO sourceTable3 (coll, col2) VALUES('ghi', 'jkI');
Commit;

The ACD target table will contain:

23 InfoNaut (32-bit) - CACONNX3I2\UTILS\acd.cdd =-|8 -

File View Connecticn Tools CONNX Help _
¥ Execute %y Show Tables Build Query g Report () Refresh CDD ODBCTrace |Z] GetQuery Schema 5

[E]8se] [ ExecutionPlan & UniformsaL % Relational DB SOL

Transaction: *E Begin i Commit g Rollback

Recent Connections: |DD=C:\CONNX32\UTILS\acd.cdd;Prompt=2;Pers’L§t Security Info=True; APPLICATION=ALL V|

Recent Quefies: | SELECT * FROM Target.dbo.sourceTable3_CNX_ACD v]
L

SELECT * FROM Target.dbo.sourceTable3_CNX_ACD

w

Drag a column header here to group by that column.

CNX_ACD_TXID + CNX_ACD_SequenceNumber  +# CNX_ACD_TimeCreated + CNX_ACD_Changellser + CNX_ACD_ChangeType -+ coll A col2 B
» X 11/23/2016 12:24:25.0000000 PM
2 0000:00000852 2 1123/2016 12:24:25.0000000 PM A gh 1kl
% «null <null= <null= <null= <null> <null= <null>
[1][ ] Record: 1]of 2 [ ][n] Records/Sec: 105 Time: 0.0189585

Each row represents a log entry for each operation. Since both inserts were done within the same
transaction, they have the same TXID. The Sequence number represents the order within the transaction

the operations were executed; i.e. the row with the value 'ab' in col1 was inserted first and has a
SequenceNumber of 1.

The TimeCreated column is the timestamp that represents the time the SQL statement was
executed.

The ChangeUser column represents the user who executed the query.
The ChangeType column indicates the type of change. A type value of A represents Insert.

Issuing the update statement:
UPDATE sourceTable3 set col2 = 'xxx' where col1 = "ab’;
will result in the following entries being added to the ACD target:
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71 InfoNaut (32-bit) - CA\CONNX32\UTILS\acd.cdd = [ = -
File View Conmection Tools CONNX Help [ 8|
¥ Execute QIE Show Tables Build Query ”i Report (i) Refresh CDD ODBC Trace )i% Get Query Schema 5

m Execution Plan EEE Uniform SCL E:g Relational DB SOL

Transaction: *E Begin i Commit g Rellback

Recent Connections: |DD=C:\CONNX32\UTILS\acd.cdd;Prumut=2;Per5i5t Security Info=True; APPLICATION=ALL V|
RecentQueres: | SELECT * FROM Target.dbo.source Table3_CNX_ACD v]
SELECT * FROM Target.dbo.source Table3_CMX_ACD fa

[

Drag a column header here to group by that column

CNX_ACD_TXID B CMX_ACD_SeguenceMumber - CHX_ACD_TimeCreated & CN¥_ACD_Changellser & CNX_ACD_ChangeType & coll A col2 )
11172372016 12:24:25.000000... :

5 DDO0:00000532 ) /232016 12:24:25.000000... A gh o

3 0000:00000553 i 117232016 12°36:13 000000 B zb Znulls

4 DD00:00000593 i 1172312016 12°36:13 000000 c ab s
#  =nullz <null> <null> <null= <null> <null> <null>

[ 4] Record: 1of AN Records/Sec : 191 Time : 0.0209572

Lines 3 and 4 represent the update statement. Notice that an update results in two rows being added to
the ACD table; a B record and a C record. The B record contains data for the Primary Key (or Unique
Index) before the update occurred and <null> for the rest of the fields in the record. The C record
contains the entire post update record. In this example, col2 was updated so the key information is the
same for both the B and C record.

If the key field is updated, the output depends on the way the source database manages key field
updates. For example, SQL Server 2012 issues a delete followed by an insert in its transaction log when
a key field is updated. This will result in a D record followed by an A record being added to the ACD
table. SQL Server 2014 issues an update in this situation. This would result in a B field that contains the
original value for the key followed by a C record that contains the entire post update record.

Deleting a record results in a D record being generated. A D record contains the key value for the record
that was deleted and <null> in the rest of the columns.

DELETE from sourceTable3 where col1 ='ab";

Will result in:
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Eile View Connection JTools CONMX Help

S0 Execute 9 ShowTables 3 Build Query *g Report (%) Refresh CDD ODBCTrace 15 GetQuery Schema -5
[E78s8] [ Exccution Plan & Uniform SQL §% Relational DB SL

¢ Transaction: % Begin % Commit g Rollback

Recent Connections: |DD=C:\CDNN){BZ\U'I'ILS\acd.cdd;Prompt=2;Pers'st Security Info=True; APPLICATION=ALL V|

Recent Queries: |SELECT * FROM Target.dbo.source Table3_CMX_ACD "|

SELECT * FROM Target.dbo.sourceTable3_CNX_ACD

-8 CMNX_ACD_SequenceNumber - CHX_ACD TimeCrested -8 CHX_ACD_Changellser 4 CNX_ACD_ChangeType & -

11/2312016 12:36:13.000000_.
11/23/2016 12:45:35.000000...
znull=

[1][«] Record: | 1]of | 5[] Records/Sec:250  Time : 0.020001

Records in the ACD table are only inserted. InstantdbSync will not delete them. Once a set of records

has been processed by the application consuming this information, it should delete the processed records
if desired.
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