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Glossary

Glossary entries exist beginning with the following letters:

A

ADACOM Either an ADACOM initialization module or the first nucleus to
start, whichever starts first, sets up the sysplex environment on an
operating system image. Parameters of the ADACOM control pro-
gramdefine the characteristics of any number of specified SVC/DBID
sets in the sysplex.

The ADACOMmodule may be installed on each operating system
image that has a nucleus that participates in a sysplex cluster and
must be installed on each operating system image that has users that
access a cluster database but no cluster nuclei.

After initialization, an ADACOM task may either be quiesced or
remain in operation as a commandmanager to monitor and control
cluster nuclei running under the specified SVC/DBID sets.

C

cache structure Each Adabas cluster uses a sysplex cache structure to hold
ASSO/DATA blocks that have been updated during the session. The
cache structure provides the cluster nuclei with up-to-date block
images to ensure data integrity. It is defined in the sysplex coupling
facility resource management (CFRM) policy and specified using
the ADARUN parameter CLUCACHENAME. The same name must be
provided to each nucleus in the cluster and the name may not be
used outside the cluster.

coupling facility The coupling facility in a parallel sysplex (SYStems comPLEX) envir-
onment is located in a separatemachine or a special logical partition
on the same machine. It makes it possible for program instances in
different operating system images to efficiently share data.
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The operating systems are directly connected to the coupling facilities
through high-bandwidth, high-speed channels. These channels
provide a fast and efficientmeans for systems in the sysplex to access
data in the coupling facility.

Storage in a coupling facility is divided into objects called "struc-
tures". Structure types are cache, list, and lock. The storage is man-
aged by coupling facility resourcemanagement (CFRM ) "policies".
Policies contain information about the structures you plan to use.
Once created, policies resides in the CFRM COUPLExx datasets.

D

database, single physical One set of Associator andData Storage datasets identified by a single
database ID number (DBID).

UsingAdabasCluster Services, a single physical database is accessed
simultaneously by up to 32 Adabas nuclei running under multiple
operating system images.

E

ECSA Extended Common Service Area (ECSA) is a virtual storage area
above the 16MB line that can be accessed from all address spaces in
the operating system image.

L

lock structure Each ADABAS cluster uses a sysplex lock structure to manage the
setting, status, and release of various locks imposed duringmultiple
update nucleus processing. The lock structure synchronizes the
nuclei, users, and transaction processing to ensure data integrity. It
is defined in the sysplex coupling facility resource management
(CFRM) policy and specified using the ADARUN parameter
CLULOCKNAME. The same name must be provided to each nucleus in
the cluster and the name may not be used outside the cluster.

N

NUCID AnADARUNparameter that identifies a particular Adabas nucleus
as a cluster nucleus.

P

Glossary2

Glossary



PPT The parallel participant table (PPT) is an area of 32 blocks in the
database's Associator. It is used to track theWork, PLOG, andCLOG
datasets/files used by the nuclei running in a cluster (as well as by
a noncluster nucleus).

Each cluster nucleus reserves one PPT block for itself and records
in this block the names of theWork, PLOG, andCLOGdatasets/files
that it uses, together with pertinent status indicators.

Individual cluster nuclei use the PPT information to access theWork
datasets/files of the peer nuclei when performing recovery after a
nucleus failure.

The ADARES utility uses the PPT information to access the PLOG
or CLOG datasets/files of the cluster nuclei when performing the
automated PLOG or CLOG merge, respectively.

Furthermore, cluster and noncluster nuclei use the PPT information
to warn about changes in the Work or PLOG JCL, if the previously
used Work or PLOG datasets/files still contain data.

policies See the entry coupling facility for information about coupling facility
resource management (CFRM) policies.

S

structures See the entry coupling facility for information about coupling facility
structures.

SVCCLU As a component of the Adabas SVC/Router, SVCCLU routes com-
mands to the cluster nuclei. It uses the nucleus and user tables in
common storage,which are updated based on nucleus orADACOM
information, to decide to which nucleus to assign a new user and
route the user's commands.

There is no predefined limit on the number of Adabas clusters, each
servicing a separate database, that can run under a single
SVC/Router.

sysplex environment A parallel sysplex (SYStems comPLEX) environment is a set of soft-
ware services and hardware components that allow multiple in-
stances of the OS/390 and z/OS operating systems to communicate
and cooperatewith each other to process customerwork. For certain
kinds ofwork, the sysplex provides parallel processing and improved
data sharing.
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High-speed caching, list processing, and locking functions are
provided by the sysplex hardware components.

T

target IDs Target IDs identify servers that Entire Net-Work can pass messages
to. Such servers include Adabas nuclei, Natural global buffer pools,
Entire Broker, among others. In the realm of EntireNet-Work, target
IDs must be uniquely assigned to these servers as numbers in the
range 1-65000.

TheNUCIDs assigned toAdabas nuclei running on cluster databases
are also such target IDs andmust therefore be unique across all target
IDs. Furthermore, Adabas Cluster Services assigns target IDs in the
range 65001-65481 (a restricted range) to identify operating system
images in the sysplex to the network. Software AG recommends
that you assign unique values in the range 65482-65535 to identify
Entire Net-Work nodes themselves.

X

XCF IBM's cross-system coupling facility (XCF) services allow authorized
applications on one system to communicate with applications on
the same system or on other systems. XCF transfers data and status
information betweenmembers of a group that reside on one ormore
operating systems in a sysplex.

XCF Group Each Adabas cluster in a sysplex environment uses a cross-system
coupling facility (XCF) group to control communication among the
cluster nuclei. The operating system automatically creates an XCF
group for a cluster when the first connection is made to the cluster's
lock structure.

When the sysplex COUPLExx datasets are first formatted, the max-
imumnumber of XCF groups to be used for the entire sysplex envir-
onment is defined. However, XCF group names are not predefined
in the CFRM policy.

A name for a cluster's XCF group must be provided to each cluster
nucleus using the ADARUN parameter CLUGROPNAME. The same
namemust be provided to each nucleus in the cluster and the name
may not be used outside the cluster.
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